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As humans, we encounter countless objects daily. We effortlessly recognize object across variations despite

the fact that the objects might vary in size, scale, translation or rotation. Humans can identify previously

seen objects and posses the ability to learn new instances with minimal or no supervision. Human visual

system continues to learn and adapt to ever changing surroundings. In recent years, there have been significant

advances in the field of computer based recognition systems. While significant strides have been made towards

building automated recognition systems, these systems face multiple challenges when operating in evolving

environments. Operational issues such as changing data distributions, perturbations in input/output conditions

and ever changing requirements of the system users, pose challenges in operational environments. In this

work we highlight specific operational challenges such as handling partial information, incremental model

adaptation, large-scale classification and propose solutions towards addressing these challenges
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List of Figures

2.1 In open world recognition, the system must be able to recognize objects and associate them

with known classes while also being able to label classes as unknown. These “novel unknowns”

must then be collected and labeled (e.g. by humans). When there are sufficient labeled

unknowns for new class learning, the system must incrementally learn and extend the multi-

class classifier, thereby making each new class “known” to the system. Open World recognition

moves beyond just being robust to unknown classes and toward a scalable system that is

adapting itself and learning in an open world. . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.2 Putting the current work in context by depicting locations of prior work with respect to

three axes of the major issues for open world recognition: open set learning, incremental

learning and scalability. In this work, we present a system that is scalable, can handle open set

recognition and can learn new categories incrementally without having to retrain the system

every time a new category arrives. The works depicted include Ristin et al. [124], Mensink

et al. [103], Scheirer et al. . [141], [142], Jain et al. . [63], Yeh et al. , [178], Marszalek et al. .

[99], Liu et al. [94], Deng et al. [38], and Li et al. [88]. This papers advances the state of the

art in open set learning and incremental learning while providing reasonable scalability. . . 15
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2.3 Open World learning on data from ILSVRC’10 challenge. Top-1 accuracy is plotted as a

function of known classes in the system and unknown classes used during testing. NNO

performs at par with NCM in closed set testing (marked with arrows in above figure) as

categories are added incrementally to the system. As number of unknown categories are

increased during testing phase, NNO continues to remain robust while performance of NCM

suffers significantly. The proposed Nearest Non-Outlier (NNO) approach of handling unknown

categories based on extending NCM with Compact Abating Probabilities remains robust in

both circumstances: as more number of categories are added to the system and as the system

is tested with more unknown categories. The current state-of-the-art on open set recognition

1vSet algorithm [141] and standard SVM [43] is shown above as a line, as neither of them

possess incremental learning capabilities. Fig 2.3a and Fig 2.3b shows results when 50 and

200 categories were used for initial metric learning and parameter estimation. . . . . . . . . 24

2.4 Effect of open set performance of thresholding softmax probabilities. Fig 2.4a shows per-

formance with closed set testing and 2.4b shows performance on open set testing with 100

unknown categories. Metric learning was performed on 50 categories, followed by incremental

learning phase with 50 categories in each phase. NCM-STH denotes NCM algorithm with open

set testing with thresholded softmax probabilities. As can be seen clearly, just thresholding a

probability estimates does not produce good open set performance . . . . . . . . . . . . . . 28

2.5 The above figure shows the effect of varying threshold τ on top-1 accuracy on ILSVRC’10

data. The results from closed set testing are shown in fig 2.5a and results from open set

testing with 100 unknown categories are shown in fig 2.5b. Here τopt = 5000, which was the

selected threshold for experiments in fig 3a. For a threshold value lower than τopt, the number

of correct predictions retained reduces significantly. . . . . . . . . . . . . . . . . . . . . . 30
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2.6 The above figure shows experiments on ILSVRC’12 data with 50 classes used for metric

learning. The top row shows performance on closed set testing and bottom row shows

performance on open set testing with 500 unknown categories. Figs 2.6a, 2.6d are for HOG

features [32], figs 2.6b, 2.6e are for DenseSIFT features [85] and figs 2.6c, 2.6f are for

LBP features [109]. The training data for ImageNet’12 was split into train (70%) and test

split (30%). This is similar to experiment shown in fig 3a in the main paper. The absolute

performance varies from feature to feature, however we see similar trends in performance as

we saw on ILSVRC’10 data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
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3.1 Examples showing how an activation vector model provides sufficient information for our Meta-

Recognition and OpenMax extension of a deep network to support open-set recognition. The OpenMax

algorithm measures distance between an activation vector (AV) for an input and the model vector for

the top few classes, adjusting scores and providing an estimate of probability of being unknown. The

left side shows activation vectors (AV) for different images, with different AVs separated by black lines.

Each input image becomes an AV, displayed as 10x450 color pixels, with the vertical being one pixel for

each of 10 deep network channel activation energy and the horizontal dimension showing the response

for the first 450 ImageNet classes. Ranges of various category indices (sharks, whales, dogs, fish, etc.)

are identified on the bottom of the image. For each of four classes (baseball, hammerhead shark, great

white shark and scuba diver), we show an AV for 4 types of images: the model, a real image, a fooling

image and an open set image. The AVs show patterns of activation in which, for real images, related

classes are often responding together, e.g., sharks share many visual features, hence correlated responses,

with other sharks, whales, large fishes, but not with dogs or with baseballs. Visual inspection of the AVs

shows significant difference between the response patterns for fooling and open set images compared to

a real image or the model AV. For example, note the darker (deep blue) lines in many fooling images

and different green patterns in many open set images. The bottom AV is from an “adversarial” image,

wherein a hammerhead image was converted, by adding nearly invisible pixel changes, into something

classified as scuba-diver. On the right are two columns showing the associated images for two of the

classes. Each example shows the SoftMax (SM) and OpenMax (OM) scores for the real image, the

fooling and open set image that produced the AV shown on the left. The red OM scores implies the

OM algorithm classified the image as unknown, but for completeness we show the OM probability of

baseball/hammerhead class for which there was originally confusion. . . . . . . . . . . . . . . . . 41
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3.2 A plot of OpenMax probabilities vs SoftMax probabilities for the fooling (triangle), open set (square)

and validation (circle) for 100 categories from ImageNet 2012. The more off-diagonal a point, the more

OpenMax altered the probabilities. Below the diagonal means OpenMax estimation reduced the inputs

probability of being in the class. For some inputs OpenMax increased the classes probability, which

occurs when the leading class is partially rejected thereby reducing its probability and increasing a

second or higher ranked class. Uncertainty-based rejection threshold (ε) selection can optimize F-measure

between correctly classifying the training examples while rejecting open set examples. (Fooling images

are not used for threshold selection.) The number of triangles and squares below the diagonal means

that uncertainty thresholding on OpenMax threshold (vertical direction), is better than thresholding on

SoftMax (horizontal direction). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.3 OpenMax and SoftMax-w/threshold performance shown as F-measure as a function of threshold on

output probabilities. The test uses 80,000 images, with 50,000 validation images from ILSVRC 2012,

15,000 fooling images and 15,000 “unknown” images draw from ILSVRC 2010 categories not used in

2012. The base deep network performance would be the same as threshold 0 of SoftMax-w/threshold.

OpenMax performance gain is nearly 4.3% improvement accuracy over SoftMax with optimal threshold,

and 12.3% over the base deep network. Putting that in context, over the test set OpemMax correctly

classified 3450 more images than SoftMax and 9847 more than the base deep network. . . . . . . . 56

3.4 The above figure shows performance of OpenMax and SoftMax as a detector for fooling images and

for open set test images. F-measure is computed for varying thresholds on OpenMax and SoftMax

probability values. The proposed approach of OpenMax performs very well for rejecting fooling images

during prediction phase. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.5 OpenMax also predict failure during training as in this example. The official class is agama but the

MAV for agama is rejected for this input, and the highest scoring class is jeep with probability 0.26.

However, cropping out image regions can find windows where the agama is well detected and another

where the Jeep is detected. Crop 1 is the jeep region, crop 2 is agama and the crops AV clearly match the

appropriate model and are accepted with probability 0.32 and 0.21 respectively. . . . . . . . . . . . 58
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4.1 In streaming face recognition with limited resources, updating the existing system with

incoming data, gradually adapting to variations and unlearning already learned samples,

without compromising on accuracy can be extremely challenging. We present a system that

can incrementally adapt to incoming samples and provide reliable posterior probability estimates. 60

4.2 Platt posterior probability estimation [119] method uses all the available training data for

calibrating the model. EVT based posterior probability estimation [136] uses the tail of the

data near decision boundary for calibration. In streaming face recognition applications when

limited data is available for calibration, EVT based methods yield robust posterior probability

estimations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.3 The figure shows examples of images from Labeled Faces in the Wild [59] dataset. The

images considered in this dataset are taken in unconstrained settings with no control on pose,

illumination, gender or context. The dataset contains images of about 5749 individuals with a

total of 13233 images. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4.4 Performance of a leading budgeted stochastic gradient descent method with removal strategy

for budget maintenance compared with incremental learning method proposed in this work on

LFW face dataset. For each method, average and standard over 10 splits of LFW is shown.

Performance obtained with LIBSVM [23] in batch mode is shown. See Sec 4.5 . . . . . . . 70

4.5 Brier Score Analysis for varying budget sizes. When limited data is available for calibration

EVT based calibration gives more reliable posterior probability estimates compared to Platt’s

method. When more data is available, the performance of both the method converges. (The

discrete Brier Skill Score ranges from [0, 1] with 0 representing ideally calibrated system and

1 representing worst possible calibration.) . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.6 As the amount of calibration data reduces, the reliability of calibration for both Platt and

EVT decrease but the EVT degrades most slowly, e.g. consider the green solid (platt) vs

green dashedEVT). The EVT is much closer to the diagonal, which is ideal reliability. EVT

calibration provides robust posterior estimations when limited data is available for calibration.

See BSSDs for methods mentioned above in table . . . . . . . . . . . . . . . . . . . . . . 75
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5.1 Parts Based DCT Feature extraction:After preprocessing, the input image is divided into
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6.2 With Bias re-factoring, the data and the bias vector are both projected and distances are
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Chapter 1

Introduction

Originality is the art of concealing the

source. Nothing is original, everything

is inspired.

Franklin P. Jones

1.1 Recognition System

As humans, we encounter countless objects daily. We effortlessly recognize object across variations despite

the fact that the objects might vary in size, scale, translation or rotation. We can identify previously seen

objects and learn new object instances with minimal or no supervision. Human visual system continues to

learn and adapt to ever changing surroundings. In recent years, there have been significant advances in the

field of computer based recognition systems. Automated computer based recognition has found applications in

wide variety of areas from wafer inspection systems in a chip manufacturing plant to self driving cars and from

a face recognition system at border control to identifying category of a plant. These applications have been

possible due to advances in fundamental problems in computer vision such as motion analysis, object detection,

camera calibration, scene reconstruction, learning methods, decision making etc. While these advances have

made possible in creating stand alone systems that can automatically detect tumors [159], recognition systems

face multiple challenges when operating in “evolving” environments. Operational challenges such as changing

1



2

data distributions, perturbations in input/output conditions and ever changing requirements of the system users

makes recognition in the wild extremely challenging. For instance, Even partial perturbation in input space

[90] can cause a system to fail and thereby demand for alternate approach for system building.

1.1.1 Operational Challenges of Recognition System

Building automated recognition system is challenging primarily because the conditions under which the

system was built will differ from those in which the system will be used. In the real world, environments are

non-stationary and is often impractical to match the development scenario (either due to high costs, operational

infeasibility etc.)[122]. Majority of off-the-shelf recognition systems ignore operational scenarios: they either

presume the test domain and training domain (in classification stage of recognition system) match or make no

difference if these scenarios do not match [61]. Let us consider this issue more systematically. The goal of

the recognition system is to learn a model Θ, given some data, which can then be used to make predictions

P (y|x) for some targets y given some new observation xnew. In many real-world applications, non-stationary

environments exist. A face recognition system might have been trained on data collected from a busy street

in a city (e.g. New York) and is then deployed for operation is a deserted snow street in a small Alaskan

town. A plant recognition system might contain training data from North American species of plants, though

its application environment might be a tropical rainforest. With such scenarios being a commonplace, it is

important to ask if a different predictive model Θnew should be used, a different learning method should be

used or is there just some ad-hoc post-processing that can be done to the learned model to account for such

changes?

In order to manage such ill-posed scenarios, it is important to develop a critical understanding of operational

scenarios. In some cases, these changes can be session dependent [101]. In others, the changes could be

domain dependent [61], [54]. While in yet another case, it might be advisable to perturb the learned model or

keep some operational data to re-estimate the model parameters. These operational changes in the context

of face recognition could be capturing images of a person across multiple days (session variability), across

different domains (labelled faces in the wild [59] or to adapt a pre-trained model to incoming data [66]. The

knowledge of how best to model the potential changes will allow creation of better recognition systems
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suitable for widely varying operational scenarios. Modeling for such domain shifts involves estimating the map

between representations from source and target domain. This is a challenging problem, but one with significant

real-world consequences. The issue of dataset bias and the damage it can cause to trained vision systems has

been documented in the works of [72], [118] and [163]. Failing to model for these changes often leaves the

system with dataset bias with a huge impact on real-world performance. Furthermore, models that work well

in static scenarios (such as the use of a conditional model) can fail in situations of shift. By characterizing the

different forms of dataset shift, we can begin to get a handle on the ways the data can be expected to change

[122]. Development of such methods will help to automate the process of adaptation. While this problem

is not specific to a particular learning method or inability to model a particular data distribution shift, it is

important to take a system’s perspective. Such systems perspective will allow us to understand the inter-play

of various aspects of the operational change (whether it is change in distribution of data, its characteristics, its

properties, learning methodology or all of them).

The problem of learning models in evolving domains has been studied from multiple perspectives in

the fields of machine learning and computer vision. In the field of domain adaptation the aim is to build

classifiers (or learning methods) that are robust to mismatched distributions. It has been noted previously

that domain adaptation methods suffer from sample selection bias. The assumption in domain adaptation is

that the task to accomplish is same in both the source and target domain [61]. In an related field of transfer

learning, the task to accomplish between source domain and target domain might be different, but related.

In case of transfer learning three major research issues are: 1) what to transfer, 2) how to transfer and 3)

what to transfer [113]. In both transfer learning and domain adaptation problems it is imperative to have

thorough knowledge of source/target domains and of the tasks. This knowledge is crucial to develop the

learning problem which can help devise systems that operate well during prediction phase. While it might

be possible to model non-stationary environments in certain scenarios [185], evolving data can also lead to

negative transfer and thereby affect system performance. In case of multi-category systems, especially when

the categories are related, automatic transfer learning is extremely difficult. In an environment where object

categories are continuously added and removed (e.g. a face recognition system with continuous enrolling

of new identities) existing adaptation methods face major challenge. Recent work of Kuzborskij et. al [80]
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demonstrate the challenges faced in the domain of object detection for multi-class transfer learning.

The field of online/incremental learning takes into account the notion of learning [21], [17] in the presence

of changing data by continuously updating the stored model. This can be done by adding one sample at a time

or updating models from small batches. The general assumption in case of these problems is the data is drawn

from a fixed distribution. This assumption often leads to sample selection bias. Posterior probabilities are

often used to develop confidence of the system conditioned on training data P (xnew|y,Θ). However, these

methods were developed mostly in the context of batch learning and specific study from the point of view of

online/incremental learning in missing. Another related problem is modeling changing properties of data over

time. In the filed of predictive analytics and machine learning, this problem is referred to as concept drift. The

core assumption when dealing with the concept drift problem is uncertainty about the future [50]. While it is

possible to develop methods that can handle drifts in data over time, most of the existing methods can handle a

specific kind of drift. In real-world scenarios, it is not just important to understand the nature of drift, but to

be also aware of associated risk when classifying under such circumstances. Given the variability occurring

in the real-world, it is impossible to devise one-size-fits all approach to the problem of recognition. In the

past, various aspects of recognition systems working in operational environments have been considered in

isolation. The problem of evolving data has been considered in the domain of concept drift [50], the problem

of evolving tasks and changes in source and operational domains from learning problem’s perspective have

been considered in the areas of transfer learning, covariate shift and domain adaptation [61], [113], [122]. The

problem of meta-recognition and considering the problem from user’s perspective has been seen in the works

of various post-recognition analysis methods [136], [169], [1].

A question to ask at this stage is why a systems perspective is critical to consider the problem of recognition

under change. As noted by Scheirer et. al. [141], in classification, one assumes there is a given set of classes

between which we must discriminate. For recognition, we assume there are some classes we can recognize in

a much larger space of things we do not recognize. Methods developed for classifying in evolving domains

in the area of domain adaptation, concept drift , incremental learning or covariate shift almost explicitly

consider the classification viewpoint of recognition. One thing is certain though, study of evolving recognition

systems i.e. evolving nature of data to be processed, evolving nature of learning problem to be considered
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and evolving nature of desired outcome from system by the user cannot be done in isolation of one another.

Moving forward, it is imperative to consider a systems approach that can consider challenges seen by various

parts of a recognition system in isolation, as a whole and inter-play of these issues.

The goal of this thesis is not to present a unified framework that claims to solve the problem of recognition.

It will be very ambitious and very pre-mature. Rather, the goal of the thesis is to identify and address issues

faced by a recognition system, develop understanding of these issues and propose solution. This thesis can

be viewed as a step towards building robust recognition systems that are suited to operate in ever changing

operational scenarios.

We first discuss the general notion of recognition system in detail. This is followed by a discussion on

identification of some specific challenges faced by current day recognition systems. Finally we discuss our

contributions related to these challenges. Throughout the course of the thesis we maintain a focus on image

based recognition systems. Major part of the thesis is dedicated to the problem of face recognition. In the

latter part of the thesis we show application of our method to the more general problem of object recognition.

1.1.2 What is Recognition?

Why is the problem of recognition so hard? The world is made of clutter of objects which vary in scale,

position, orientation leading to significantly different manifestation of same 3D object when projected on

a 2D surface. Furthermore, the variability intrinsic within an object category (e.g. faces, dogs etc.), due to

complex non-rigid articulation and extreme variations in shape and appearance makes it impossible that one

could simply perform exhaustive matching against a database of all the representative exemplars [159].

Recognition in context of computer vision is commonly referred to understanding and inferring the objects

presented in any visual representation (image, video etc.). Recognition is commonly defined as submitting

an unknown “object”, say ot to an algorithm which will compare the object to a known set of classes,

thus producing a similarity measure to each. For any recognition system, maximizing the performance of

recognition is a primary goal [136]. Shakhnarovich et. al. [145] define the task of a recognition system in

statistical framework is to find a class label c∗, where pk is the underlying probability rule and p0 is the input

distribution satisfying
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c∗ = Pr(p0 = pc) (1.1)

In the above definition, it is assumed that an object representation ot is given to a recognition system, which

in turn provides a decision c∗ to the user. Though this might be an important element in the recognition system,

it is far from complete. The recognition system can be broken down across multiple axes: each playing a

supplementary or complementary role depending on the system design. A recognition system usually consists

of a image pre-processing module, object detection module, object recognition module and post-processing

module. Image pre-processing usually consists of normalization for illumination variation or sub-sampling if

dealing with video. This often serves as an input to detection and tracking system.

Detection (whether it is for faces or more general object categories) is the problem of segmenting the

object of interest from background. Detection is a necessary step for most face recognition application and its

reliability has a major influence on performance and usability of the entire recognition pipeline. The problem

of detection is extremely hard. An ideal detector should be able to locate a face or an object irrespective of

its position, scale, orientation, age and expression (in case of faces). Tracking based systems often work in

conjunction with a detection module. The problem of detection has received significant attention in last couple

of decades. [64], [132], [89]. The problem of detection is an important step in automated face recognition

systems. Though an important operational challenge, in this work we do not explore the problem of detection in

detail. The problem of detection by itself is an extremely important issue and has received significant attention

from computer vision community. The problem of face detection has been solved to meet the “minimum”

requirements of most practical applications [89]. Addressing the problem of detection in this thesis, would

have made the scope of the thesis very ambitious and impractical. For majority of the thesis, we focus mainly

on the classification aspect of recognition system from a systems perspective.

The object recognition module usually consists of feature extraction, feature matching and classifica-

tion/learning module. After successful detection, the image is transformed into a feature space. Following

this transformation a learning methodology called classfication is adopted to separate the data into multiple

categories using a training set. The process of discriminating set of observation into multiple categories on

the basis of predefined rules is called classification. In the terminology of machine learning, classification
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is considered an instance of supervised learning, i.e. learning where a training set of correctly identified

observations is available. The corresponding unsupervised procedure is known as clustering.

Lets try to understand in more formal terms as to why the problem of classification is difficult. The

fundamental problem in statistical learning seeks to find a classification function f that minimizes the ideal

riskRI

argmin
f

{
RI(f) :=

∫
RdxN

φ(x, y, f(x))P (x, y)

}
(1.2)

RI is composed of two terms, the joint distribution P (x, y) of the data x and labels y, and the loss function

φ(x, y, f(x)), which assigns the cost of misclassification. Since the joint distribution P (x, y) is unknown

during training time completely, the problem is unsolvable in the fundamental formulation. The traditional

approach at this point is to change the problem to use only things we do know. As Smola et. al. notes“The

only way out is to approximate P (x, y) by the empirical probability density function..” [152]. In chapter 2,

we present a framework to extend the definition of recognition function ( 1.2) to incorporate the broader notion

of open world recognition.

1.1.3 Open World Recognition

With the of advent rich classification models and high computational power visual recognition systems have

found many operational applications. Over the past decade, datasets for building and evaluating visual

recognition systems have increased both in size and variation. The size of datasets has increased from a few

hundred images to millions of images, and the number of categories within the datasets has increased from

tens of categories to more than a thousand categories. Co-evolution of rich classification models along with

advances in datasets have resulted in many commercial applications. Recognition in the real world poses

multiple challenges that are not apparent in controlled lab environments. A multitude of operational challenges

are posed while porting recognition systems from controlled lab environments to the real world. A recognition

system in the ?open world? has to continuously update with additional object categories and be robust to

unseen categories and have minimum downtime. Despite the obvious dynamic and open nature of the world,

a vast majority of recognition systems assume a static and closed world model of the problem where all

categories are known a priori. To address these operational issues, we formalize and present steps towards the
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problem of open world recognition.

1.2 Contributions of the Thesis

The contribution of this work can be summarized as follows:

1. Towards Open World Recognition: In chapter 2 we formalize the problem of open world recognition.

A recognition system in the “open world” has to continuously update with additional object categories,

be robust to unseen categories and have minimum downtime. Despite the obvious dynamic and open

nature of the world, a vast majority of recognition systems assume a static and closed world model of

the problem where all categories are known apriori. To address these operational issues, we formalize

and presents steps towards the problem of Open World Recognition.

2. Learning with Streaming Data: In chapter 4 we address the issue of recognition in streaming

environment. Recognition in streaming environment poses multiple challenges : resources are limited,

obtaining ground truth is expensive and data distribution is continuously evolving and demands for

alternative learning strategies such as incremental/online learning. Increasing access to large, non-

stationary face datasets and corresponding demands to process , analyze and learn from this data has

lead to a new class of online/incremental face recognition problems. While it is advantageous to build

large scale learning systems when resources permit, a counter problem of learning with limited resources

in presence of streaming data arises. We present a budgeted incremental support vector learning method

suitable for online learning applications. Our system can process one sample at a time and is suitable

when dealing with large streams of data.

3. Incremental Model Adaptaion: In chapter 5 we address the issue of incremental model adaptation

for enrolled client identities. We develop tools and techniques with specific focus on face recognition

applications in the wild. We compare two popular classification methods, generative methods (Gaussian

Mixture Models) and discriminative methods (Support Vector Machines) in the context of incremental

learning. We first develop tools and techniques for incremental support vector learning and incremental

gaussian mixture modeling. We then present a protocol suited for large scale incremental learning for
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face recognition. Finally we discuss strategies for adapting learned models in the presence of limited

labelled data: semi-supervised incremental model adaptation.

4. Operational Adaptation for Visual Recognition: In chapter 6 we formalize the problem of op-

erational adaptation and propose a novel solution for recognition with partial data. We consider a

constrained environment for recognition, wherein only trained model is available during test time with

access to no additional data. Further, we develop the concept of adaptation risk and show that the

proposed risk estimation is better predictor of system performance.

In the following chapters, the above mentioned problems and proposed solutions are discussed in detail1.

1.2.1 Publications

This thesis has resulted in following publications (current and in progress)
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review, 6)
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Chapter 2

Towards Open World Recognition

Over the past decade, datasets for building and evaluating visual recognition systems have increased both in

size and variation. The size of datasets has increased from a few hundred images to millions of images, and

the number of categories within the datasets has increased from tens of categories to more than a thousand

categories. Co-evolution of rich classification models along with advances in datasets have resulted in many

commercial applications [35, 160, 111]. A multitude of operational challenges are posed while porting

recognition systems from controlled lab environments to the real world. A recognition system in the “open

world” has to continuously update with additional object categories and be robust to unseen categories and

have minimum downtime. Despite the obvious dynamic and open nature of the world, a vast majority of

recognition systems assume a static and closed world model of the problem where all categories are known a

priori. To address these operational issues, this paper formalizes and presents steps towards the problem of

open world recognition. The key steps of the problem are summarized in Fig. 2.1.

As noted by [141], “when a recognition system is trained and is operational, there are finite set of known

objects in scenes with myriad unknown objects, combinations and configurations – labeling something new,

novel or unknown should always be a valid outcome.” One reason for the domination of “closed world”

assumption of today’s vision systems is that matching, learning and classification tools have been formalized as

selecting the most likely class from a closed set. Recent research [141, 142, 63], has re-formalized learning for

recognition as open set recognition. However, this approach does not explicitly require that inputs be as known

11
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• World	  with	  Knowns	  (K)	  &	  
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Unknown	  	  
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• K:	  Known	  	  

Scale	  Recognize	  
as	  Known	  

Figure 2.1: In open world recognition, the system must be able to recognize objects and associate them with

known classes while also being able to label classes as unknown. These “novel unknowns” must then be

collected and labeled (e.g. by humans). When there are sufficient labeled unknowns for new class learning, the

system must incrementally learn and extend the multi-class classifier, thereby making each new class “known”

to the system. Open World recognition moves beyond just being robust to unknown classes and toward a

scalable system that is adapting itself and learning in an open world.

or unknown. In contrast, for open world recognition, we propose the system explicitly label novel inputs as

unknown and then incrementally incorporate them into the classifier. Furthermore, open set recognition as

formulated by [141] is designed for traditional one-vs-all batch learning scenario. Thus, it is open set but not

incremental and does not scale gracefully with the number of categories.

While there is a significant body of work on incremental learning algorithms that handle new instances

of known classes [21, 29, 178], open world requires two more general and difficult steps: continuously

detecting novel classes and when novel inputs are found updating the system to include these new classes

in its multi-class open set recognition algorithm. Novelty detection and outlier detection are complex issues

in their own right with long histories [97, 58] and they are still active vision research topics [15, 96]. After

detecting a novel class, the requirement to add new classes leaves the system designer with the choice of

re-training the entire system. When the number of categories are small, such a solution may be feasible, but

unfortunately, it does not scale. Recent studies on ImageNet dataset using SVMs or CNN require days to

train their system [117, 75], e.g. 5-6 CPU/GPU days in case of CNN for 1000 category image classification

task. Distance based classifiers like Nearest Class Mean (NCM) [71, 103, 124] offer a natural choice for

building scalable system that can learn new classes incrementally. In NCM-like classifiers, incorporating new
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images or classes in implies adjusting the existing means or updating the set of class means. However, NCM

classifier in its current formulation is not suited for open set recognition because it uses close-set assumptions

for probability normalization. Handling unknowns in open world recognition requires gradual decrease in the

value of probability (of class membership) as the test point moves away from known data into open space. The

softmax based probability assignment used in NCM does not account for open space.

The first contribution of this paper is a formal definition of the problem of open world recognition, which

extends the existing definition of open set recognition which was defined for a static notion of set. In order

to solve open world recognition, the system needs to be robust to unknown classes, but also be able to move

through the stages and knowledge progression summarized in Fig. 2.1. Second contribution of the work is a

recognition system that can continuously learn new object categories in an open world model. In particular,

we show how to extend Nearest Class Mean type algorithms (NCM) [103], [124], to a Nearest Non-Outlier

(NNO) algorithm that can balance open space risk and accuracy.

To support this extension, our third contribution is showing that thresholding sums of monotonically

decreasing functions of distances of linearly transformed feature space can have arbitrarily small “open space

risk”. Finally, we present a protocol for evaluation for open world recognition, and use this protocol to show

our NNO algorithm perform significantly better on open world recognition evaluation using Image-Net [9].

2.1 Related Work

Our work addresses an issue that is related to and has received attention from various communities such as

incremental learning, scalable learning and open set learning.

Incremental Learning: As SVMs rose to prominence in for object recognition applications [182, 92],

many incremental extensions to SVMs were proposed. Cauwenberghs et al. [21] proposed an incremental

binary SVM by means of saving and updating KKT conditions. Yeh et al. [178] extended the approach to

object recognition and demonstrated multi-class incremental learning. Pronobis [121] proposed a memory-

controlled online incremental SVM for visual place recognition. Although incremental SVMs might seem

natural for large scale incremental learning for object recognition, they suffer from multiple drawbacks. The

update process is extremely expensive (quadratic in the number of training examples learned [83]) and depends
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heavily on the number of support vectors stored for performing updates [83]. To overcome the update expense,

Crammer et al. [29] and Shalev-Shwartz et al. [146] proposed classifiers with fast and inexpensive update

process along with their multi-class extensions. However, the multi-class incremental learning methods and

other incremental classifiers [29, 146, 171, 88] are incremental in terms of additional training samples but not

additional training categories..

Scalable Learning: Researchers like [99, 94, 38] have proposed label tree based classification methods to

address scalability (# of object categories) in large scale visual recognition challenges [42, 9]. Recent advances

in deep learning community [75, 148], has resulted in state of the art performance on these challenges. Such

methods are extremely useful when the goal is to obtain maximum classification/recognition performance.

These systems assume a priori availability of entire training data (images and categories). However, adapting

such methods to a dynamic learning scenario becomes extremely challenging. Adding object categories

requires retraining the entire system, which could be infeasible for many applications. Thus, these methods are

scalable but not incremental (Fig 4.1)

Open Set Learning: Open set recognition assumes there is incomplete knowledge of the world at training

time, and unknown classes can be submitted to an algorithm during testing [87, 141]. Scheirer et al. [141]

formulated the problem of open set recognition for static one-vs-all learning scenario by balancing open space

risk while minimizing empirical error. Scheirer et al. [142, 63] extended the work to multi-class settings by

introducing compact abating probability model. Their work offers insights into building robust methods to

handle unseen categories. However, class specific Weibull based calibration of SVM decision scores does not

scale. Fragoso et al. [47] proposed a scalable Weibull based calibration for hypothesis generation for modeling

matching scores, but they do not address it in the context of general recognition problem.

The final aspect of related work is nearest class mean (NCM) classifiers. NCM classification, in which

samples undergo a Mahalanobis transform and then are are associated with a class/cluster mean, is a classic

pattern recognition approach [49]. NCM classifiers have a long history of use in vision systems [30] and have

multiple extensions, adaptations and applications [34, 151, 177, 79, 95]. Recently the technique has been

adapted for use in larger scale vision problems [166, 165, 103, 124], with the most recent and most accurate

approaches combining NCM with metric learning [103] and with random forests[124].
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Figure 2.2: Putting the current work in context by depicting locations of prior work with respect to three axes

of the major issues for open world recognition: open set learning, incremental learning and scalability. In

this work, we present a system that is scalable, can handle open set recognition and can learn new categories

incrementally without having to retrain the system every time a new category arrives. The works depicted

include Ristin et al. [124], Mensink et al. [103], Scheirer et al. . [141], [142], Jain et al. . [63], Yeh et al. ,

[178], Marszalek et al. . [99], Liu et al. [94], Deng et al. [38], and Li et al. [88]. This papers advances the

state of the art in open set learning and incremental learning while providing reasonable scalability.

Since we extend NCM classification, we briefly review the formulation including a probabilistic interpreta-

tion. Consider an image represented by a d-dimensional feature vector x ∈ Rd. Consider K object categories

with their corresponding centroids µk, where k ∈ K. Let Ik be images for each object category. The centroid

is given by µk = 1
|Ik|

∑
i∈Ik xi. NCM classification of a given image instance I with a feature vector x

is formulated as searching for the closest centroid in feature space as c∗ = argmin
k∈K

d(x, µk). Here d(.)

represents a distance operator usually in Euclidean space. Mensink et al. [103] replace Euclidean distance

with a low-rank Mahalanobis distance optimized on training data. The Mahalanobis distance is induced by a

weight matrix W ∈ Rd×D, where D is the dimensionality of the lower dimensional space. Class conditional

probabilities p(c|x) using an NCM classifier are obtained using a probabilistic model based on multi-class
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logistic regression as follows:

p(c|x) =
exp(− 1

2dW (x, µk))∑K
k′=1 exp(−

1
2dW (x, µk′))

(2.1)

In the above formulation, class probabilities p(c) are set to be uniform over all classes. During metric

learning optimization, Mensink et al. [103] considered non-uniform probabilities given by:

p′(c|x) =
1

Z
exp(xTWTWµc + sc) (2.2)

where Z denotes the normalizer and sc is a per class bias.

2.2 Open World Recognition

We first establish preliminaries related to open world recognition, following which we formally define the

problem. Let classes be labeled by positive integers N+ and let Kt ⊂ N+ be the set of labels of known classes

at time t. Let the zero label (0) be reserved for (temporarily) labeling data as unknown. Thus N includes

unknown and known labels.

Let our features be x ∈ Rd. Let f ∈ H be a measurable recognition function, i.e. fy(x) > 0 implies

recognition of the class y of interest and fy(x) ≤ 0 when y is not recognized, whereH : Rd 7→ R is a suitably

smooth space of recognition functions.

The objective function of open set recognition, including multi-class formulations, must balance open

space risk against empirical error. As a preliminary we adapt the definition of open space and open space

risk used in [141]. Let open space, the space sufficiently far from any known positive training sample

xi ∈ K, i = 1 . . . N , be defined as:

O = So −
⋃
i∈N

Br(xi) (2.3)

where Br(xi) is a closed ball of radius r centered around any training sample xi. Let So be a ball of radius

ro that includes all known positive training examples x ∈ K as well as the open space O. Then probabilistic

Open Space Risk RO(f) for a class y can be defined as

RO(fy) =

∫
O fy(x)dx∫
So
fy(x)dx

(2.4)

That is, the open space risk is considered to be the relative measure of positively labeled open space compared

to the overall measure of positively labeled space.
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Given an empirical risk function RE , e.g. hinge loss, the objective of open set recognition is to find a

measurable recognition function that manages (minimizes) the Open Set Risk:

argmin
f∈H

{RO(f) + λrRE(f)} (2.5)

where λr is a regularization constant.

With the background in place, we formalize the problem of open world recognition.

Definition 1 (Open World Recognition). A solution to open world recognition is a tuple [F,ϕ, ν, L, I] with:

1. A multi-class open set recognition function F (x) : Rd 7→ N using a vector function ϕ(x) of i per-

class measurable recognition functions fi(x), also using a novelty detector ν(ϕ) : Ri 7→ [0, 1]. We

require the per class recognition functions fi(x) ∈ H : Rd 7→ R for i ∈ Kt to be open set recognition

functions that manage open space risk as Eq.2.4. The novelty detector ν(ϕ) : Ri 7→ [0, 1] determines if

results from vector of recognition functions is from an unknown (0) class.

2. A labeling process L(x) : Rd 7→ N+ applied to novel unknown data Ut from time t, yielding labeled

data Dt = {(yj , xj)} where yj = L(xj)∀xj ∈ Ut. Assume the labeling finds m new classes, then the

set of known classes becomes Kt+1 = Kt ∪ {i+ 1, . . . i+m}.

3. An incremental learning function It(ϕ;Dt) : Hi 7→ Hi+m to scalably learn and add new measurable

functions fi+1(x) . . . fi+m(x), each of which manages open space risk, to the vector ϕ of measurable

recognition functions.

Ideally, all of these steps should be automated, but herein we presume supervised learning with labels

obtained by human labelling.

If we presume that each fk(x) reports a likelihood of being in class k and fk(x) is normalized across the

respective classes. Let ϕ = [f1(x), . . . , fk(x)]. For this paper we let the multi-class open set recognition

function be given as

y∗ = argmax
y∈K,fy(x)∈ϕ(x)

fy(x), (2.6)

F (x) =


0 if ν(ϕ(x)) = 0

y∗ otherwise

(2.7)
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With these definitions, a simple approach for the novelty detection is to set a minimum threshold τ for

acceptance, e.g. letting ν(ϕ(x)) = fy∗(x) > τ . In the following section we will prove this simple approach

can manage open space risk and hence provide for item 1 in the open world recognition definition.

2.3 Opening existing algorithms

The series of papers [141, 142, 63] formalized the open set recognition problem and proposed 3 different

algorithms for managing open set risk. It is natural to consider these algorithms for open world recognition.

Unfortunately, these algorithms use EVT-based calibration of 1-vs-rest RBF SVMs and hence are not well

suited for incremental updates or scalability required for open world recognition. In this paper we pursue an

alternative approach better suited to open world using non-negative combinations of abating distance. Using

this we develop the Nearest Non-Outlier (NNO) algorithm to inexpensively extend NCM for open world

recognition.

The authors of [142] show if a recognition function is decreasing away from the training data, a property

they call abating, then thresholding the abating function limits the labeled region and hence can manage/limit

open space risk. The Compact Abating Probability (CAP) model presented in that paper is a sufficient model,

but it is not necessary. In particular we build on the concept of a CAP model but generalize the model showing

that any non-negative combination of abating functions, e.g., a convex combination of decreasing functions of

distance, can be thresholded to have zero open space risk. We further show we can work in linearly transformed

spaces, including projection onto subspaces, and still manage open space risk and NCM type algorithms

manage open space risk.

Theorem 1 (Open space risk for model combinations). Let Mτ,y(x) be a recognition function that thresh-

olds a non-negative weighted sum of η CAP models (Mτ,y(x) =
∑η
j=1 cjMj,τj ,y(x) ) over a known training

set for class y, where 1 ≥ cj ≥ 0 and Mj,τ,y(x) is a CAP model. Then for δ ≥ 0 ∃τ∗ s.t. RO(Mτ∗,y) ≤ δ,

i.e. one can threshold the probabilities Mτ,y(x) to limit open space risk to any level.

Proof: It is sufficient to show it holds for δ = 0, since similar to Corr. 1 of [142], larger values of δ allow

larger labeled regions with larger open space risk. Considering each model Mj,τj ,y(x)j = 1..η separately, we
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can apply Theorem 1 of [142] to each Mj,τj ,y(x) yielding a τj such that the function Mj,τj ,y(x) > 0 defines

a labeled region lj(τj) ⊂ X with zero open space risk. Letting τ∗ = minj τj it follows that Mτ∗,y(x) > 0

is contained within ∪j lj(τ∗), which as a finite union of compact regions with zero risk, is itself a compact

labeled region with zero open space risk. Q.E.D

The theorem/proof trivially holds for a max over classes but can be generalized to combinations via product

or to combinations of monotonic transformed recognition functions, with appropriate choice of thresholds. For

this paper we need max over models using data from metric learned tranformed features, i.e. lower-dimensional

projected spaces.

Theorem 2 (Open Space Risk for Transformed Spaces). Given a linear transform T : Rn → Rm let

x′ = T (x),∀x ∈ X , yields X ′ a linearly transformed space of features derived from feature space X ⊂ Rn.

Let O′ = ∪x∈OT (x) be the transformation of points in open space O. Let M ′τ,y(x′) be a probabilistic CAP

recognition function over x′ ∈ X ′ and let Mτ,y(x) = M ′τ,y(Tx) be a recognition function over x ∈ X . Then

∃ε : RO′(M
′
τ ′,y) ≤ δ =⇒ RO(Mτ,y) < εδ, i.e. managing open set risk in X ′ will also manage it in the

original feature space X .

Proof: If T is dimensionality preserving, then the theorem follows from the linearity of integrals in the

definition of risk. Thus we presume T is projecting away n−m dimensions. Since the open space risk in the

projected space is δ we have λm(M ′τ ′,y ∩ O′) = cδ where λm is the Lebesgue measure in Rm and c < ∞.

Since O ⊂ So, i.e. O is contained within a ball of radius ro, it follows from the properties of Lebesgue

measure that λn(Mτ,y ∩ O) ≤ λm
(
M ′τ ′,y ∩ (O′ × [−ro, ro]n−m)

)
= c ∗ δ ∗ (2ro)

n−m = 0 and hence the

open space risk in Rm is bounded. Q.E.D.

It is desirable for open world problems that we consider the error in the original space. We note that ε

varies with dimension and the above bounds are generally not tight. While the theorem gives a clean bound

for zero open space risk, for a solution with non-zero δ risk in the lower dimensional space, when considered

in the original space, the solution may have open space risk that increases exponentially with the number of

missing dimensions.

We note that these theorems are not a license to claim that any algorithms with rejection manage open

space risk. While many algorithms can be adapted to compute a probability estimate of per class inclusion
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and can threshold those probabilities to reject, not all such algorithms/rejections manage open space risk.

Thresholding Eq 2.2, which [103] minimizes in place of 2.1, will not manage risk because the function does

not always decay away from known data. Similarly, rejecting a decision close to the plane in a linear SVM

does not manage open space risk, nor does the thresholding layers in a convolution neural network [144].

On the positive side, these theorems show that one can adapt algorithms that linearly transforms feature

space and use a probability/score mapping that combines positive scores that decrease with distance from a

finite set of known samples. In the following section, we demonstrate how to generalize an existing algorithm

while managing open space risk. Open world performance, however, greatly depends on the underlying

algorithm and the rejection threshold. While theorems 1 and 2 say there exists a threshold with zero open

space risk, at that threshold there may be minimal or no generalization ability.

2.3.1 Nearest Non-Outlier (NNO)

As discussed previously one of the significant contributions of this paper is combining theorems 1 and 2 to

provide an example of open space risk management and move toward a solution to open world recognition.

Before moving on to defining open world NCM, we want to add a word of caution about “probability

normalization” that presumes all classes are known. e.g. softmax type normalization used in eqn 2.1. Such

normalization is problematic for open world recognition where there are unknown classes. In particular, in

open world recognition the Law of Total Probability and Bayes’ Law cannot be directly applied and

hence cannot be used to normalize scores. Furthermore, as one adds new classes, the normalization factors and

hence probabilities, keep changing and thereby limiting interpretation of the probability. For an NCM type

algorithm, normalization with the softmax makes thresholding very difficult since for points far from the class

means the nearest mean will have a probability near 1. Since it does not decay, it does not follow Theorem 1.

To adapt NCM for open world recognition, we introduce Nearest Non-Outlier (NNO) which uses a

measurable recognition function consistent with Theorems 1 and 2. Let NNO represent its internal model

as a vector of meansM = [µ1, . . . µk]. Let W ∈ Rd×m be the linear transformation dimensional reduction

weight matrix learned by the process described in [103]. Then given τ , let

f̂i(x) =
Γ(m2 + 1)

π
m
2 τm

(1− 1

τ
‖W>x−W>µi‖) (2.8)
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be our measurable recognition function with f̂i(x) > 0 giving the probability of being in class i, where Γ is

the standard gamma function which occurs in the volume of a m-dimensional ball. Intuitively, the probability

is a tent-like function in the sphere and the first fraction in eqn 2.8 comes from volume of m-sphere and

ensures that the probability integrates to 1.

Let ϕ̂ = [f̂1(x), . . . , f̂k(x)] with y∗ and F (x) given by Eq. 2.7. Let with ν̂(ϕ̂(x)) = f̂y∗(x) > 0. That is,

NNO rejects x as an outlier for class i when f̂i(x) = 0, and NNO labels input x as unknown/novel when all

classes reject the input.

Finally, after collecting novel inputs, let Dt be the human labeled data for a new class k + 1 and let our

incremental class learning It(ϕ̂;Dt) compute µk+1 = mean(Dt) and append µk+1 toM.

Corollary 1 (NNO solves open world recognition). The NNO algorithm with human labeling L(x) of unknown

inputs is a tuple [F (x), ϕ̂, ν̂(ϕ̂(x)), L, It(ϕ̂;Dt)], consistent with Definition 1, hence NNO is a open world

recognition algorithm.

By construction theorems 1 and 2 apply to the measurable recognition functions F (x) from Eq. 2.7 when

using a vector of per classes functions given eq. 2.8. By inspection the NNO definitions of ν̂(ϕ̂(x)) and

It(ϕ̂;Dt) are consistent with Definition 1 and are scalable. Q.E.D.

2.4 Experiments

In this section we present our protocol for open world experimental evaluation of NNO, and a comparison-

withmultiple baseline classifiers including NCM, a liblinear SVM [43] and our liblinear version of the 1vSet

algorithm of [141]1.

Dataset and Features: Our evaluation is based on the ImageNet Large Scale Visual Recognition Com-

petition 2010 dataset. ImageNet 2010 dataset is a large scale dataset with images from 1K visual categories.

The dataset contains 1.2M images for training (with around 660 to 3047 images per class), 50K images for

validation and 150K images for testing. The large number of visual categories allow us to effectively gauge the

performance of incremental and open world learning scenarios. In order to effectively conduct experiments

1Code and data partitions for experiments can be found at http://vast.uccs.edu/OpenWorld

http://vast.uccs.edu/OpenWorld
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using open set protocol, we need access to ground truth. ILSVRC’10 is the only ImageNet dataset with full

ground truth, which is why we selected that dataset over later releases of ILSVRC (e.g. 2011-2014).

We used densely sampled SIFT features clustered into 1K visual words as given by Berg et al. [9]. Though

more advanced features are available [117, 75, 149], extensive evaluation across features is beyond the scope

of this work 2. Each feature is whitened by its mean and standard deviation to avoid numerical instabilities.

We report performance in terms of average classification accuracy obtained using top-1 accuracy as per the

protocol provided for the ILSVRC’10 challenge. As our work involves initially training a system with small

set of visual categories and incrementally adding additional categories, we shun top-5 accuracy.

Algorithms: The proposed Nearest Non-Outlier (NNO) extension of NCM classifier is compared with the

baseline NCM algorithm in both incremental and open world settings. We use the code provided by Mensink

et al. [103] as the NCM baseline. This algorithm has near state of the art results and while recent extension

with random forests[124] improved accuracy slightly, [124] does not provide code. While not incremental, we

also include a comparison with the state of the art open set algorithm by extending liblinear to provide a 1vSet

SVM [141]. Details about our extension can be found in the supplemental material.

2.4.1 Open World Evaluation Protocol

Closed set evaluation is when a system is tested with allclassesknown during training and testingi.e. training,

and testing use the same classes but different instances. In open set evaluation,training uses known classes and

testing uses both known and unknownclasses.The open set recognition evaluation protocol proposed by Scheirer

et al. [141] does not handle the open world scenario in which object categories are beingincrementallyadded

to the system. Ristin et al. [124] presented an incremental closed set learning scenario where novel object

categories are added continuously. We combined ideas from both of these approaches and propose a protocol

that is suited for open world recognition in which categories are being added to the system continuously while

the system is also tested with unknown categories.

Training Phase: The training of the NCM classifier is divided into two phases: an initial metric learn-

ing/training phase and a growth/incremental learning phase. In the metric learning phase, a set of object

2The supplemental material presents experiments with additional ILSVRC’13 features, showing the gains of NNO are not feature

dependent
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categories are provided to the system uses iterative metric learning on these categories. Once the metric

learning phase is completed, the incremental learning phase uses the fixed metrics and parameters. During the

incremental learning phase, object categories are added to the system one-by-one. While for scalability one

might measure time, both NCM and NNO add new categories in the same way, and it is extremely fast since it

only consists of computing the means. Thus, so we do not measure/report timing here.

Nearest Non-Outlier (NNO) is based on the CAP model and requires estimation of τ for eq. 2.8. To

estimate τ , during theparameter estimation phase using the metric learned in that phase,we use a 3-fold cross-

class validation [63] wherein ech fold dividesthetrainingdatainto two sets: training categories and validation

categories. The τ for NNO is estimated with 3-fold cross-class validation optimizing for F1-measure over

values for which there is at least 90% recall in a fold, yielding a value of 5000 – see the supplemental material

for more details. An important point to note about estimating τ is that one has to balance the classification

errors between known set of categories along with the errors between known and unknown set of categories.

One could obtain high accuracy when testing with large number of samples from unknown categories by

rejecting everything, but this compromises accuracy on the known set of categories. Hence our requirement of

high recall rate and optimization over F1-measure rather than accuracy.

Testing Phase: To ensure proper open world evaluation, we do cross-class folds that split the ImageNet

test data into two sets of 500 categories each: the known set and the unknown set. At every stage, the system

is evaluated with a subset of the known set and the unknown set to obtain closed set and open set performance.

This process is repeated as we continue to add categories to the system. The whole process is repeated across

multiple dataset splits to ensure fair comparisons and estimate error. While [141] suggest a particular openness

measure, it does not address the incremental learning paradigm. We fixed the number of unknown categories

and report performance as series of known categories are incrementally added. Thus, open world evaluation

involves varying of two variables: number of known categories in training (incremental learning) and number

of unknown categories during testing (open set learning) leading to surface plots as shown in Fig 2.3.

Multi-class classification error [28] for a system FK(.) with test samples {(xi, yi)}Ni=1, yi ∈ K is given

as εK = 1
N

∑N
i=1[[FK(xi) 6= yi]]. For open world testing the evaluation must keep track of the errors which

occur due to standard multi-class classification over known categories as well as errors between known and
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(a) 50 categories in metric learning phase.
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tes*ng	  i.e.	  increasing	  openness	  of	  problem	  
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categories	  during	  training	  

(b) 200 categories in metric learning phase.

Figure 2.3: Open World learning on data from ILSVRC’10 challenge. Top-1 accuracy is plotted as a function

of known classes in the system and unknown classes used during testing. NNO performs at par with NCM in

closed set testing (marked with arrows in above figure) as categories are added incrementally to the system.

As number of unknown categories are increased during testing phase, NNO continues to remain robust while

performance of NCM suffers significantly. The proposed Nearest Non-Outlier (NNO) approach of handling

unknown categories based on extending NCM with Compact Abating Probabilities remains robust in both

circumstances: as more number of categories are added to the system and as the system is tested with more

unknown categories. The current state-of-the-art on open set recognition 1vSet algorithm [141] and standard

SVM [43] is shown above as a line, as neither of them possess incremental learning capabilities. Fig 2.3a

and Fig 2.3b shows results when 50 and 200 categories were used for initial metric learning and parameter

estimation.
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unknown categories. Consider evaluation of N samples from K known categories and N ′ samples from U

unknown categories leading to (N + N ′) test samples and K ∪ U ∈ X . Thus, open world error εOW for a

system FK(.) trained over K categories is given as:

εOW = εK +
1

N ′

N ′∑
j=N+1

[[FK(xj) 6= unknown]] (2.9)

2.4.2 Experimental Results

In the first experiment, we do incremental learning from a base of relatively few (50) categories and we add

50 categories incrementally. For NCM and NNO systems, we update the means of the categories. We repeat

that expansion 3 times growing from 50 to 100 to 150 and finally 200 known classes. For close-set testing we

therefore have training and testing with 50, 100, 150 and 200 categories. To test open world performance, we

considering an additional set of 100, 200 and 500 unknown categories showing up during testing. For example,

open world testing with 100 unknown categories for a system that is trained with 50 categories would have

a total of 50 + 100 i.e. 150 categories in testing. The experiment is thus a function of two variables : total

number of known set of categories learned during training (both metric learning and incremental learning

phase) and unknown set of categories seen by the system during testing phase. Varying both of these leads to

performance being shown as the surface plots shown in 2.3. The plot shows showing top-1 accuracy where

we treat unknown as its own class.

We note that each testing phase is independent and for these experiments we do not provide feedback

for the results of testing as labels for the incremental training – i.e. we still presume perfect labels for each

incremental training round. In this model, misclassifications in testing only impact the workload level of

human labelers. If the open-world results of testing were used in a semi-supervised manner, the compounding

of errors would significantly amplify the difference in the algorithm accuracy.

The back edges of the plot provide 2 easy to separate views. To see pure incremental learning, we

incrementally add categories to the system in closed set testing paradigm. This is shown in the back right

portion of Fig. 2.3a, where the performance of NCM (red) and NNO (green) drop similarly and rather gracefully,

which is expected. However, as we increase openness for a fixed number of training classes, the back left of

edge of Fig. 2.3a, the impact on NCM is a dramatic loss of performance even for the non-incremental growth
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case. This is caused by errors for the unknown categories, something NCM was not designed to handle and the

NCM error is dominated by the second term in Eqn 2.9. As we can see the standard SVM also has a dramatic

drop in accuracy as openness increases. Both the NNO and 1vSet algorithm, designed for open set recognition,

degrade gracefully. The 1vSet and SVM don’t have a way to incrementally add classes and are curves not

surfaces in the plots. So the 1vSet, while slight better than NNO for pure open set on 50 categories, does not

support open world recognition.

Open world recognition needs to support increasing classes while handling unknowns, so is can be viewed

as the performance as known training classes increase for non-zero number of unknowns. At all such points in

the plot, NNO significantly dominates the NCM algorithm.

In second experiment, we consider 200 categories for metric learning and parameter estimation, and

successively add 100 categories in each of three incremental learning phases. By the end of the learning

process, the system needs to learn a total of 500 categories. Open world evaluation of the system is carried

out as before by considering with 100, 200 and 500 additional unknown categories with results show in Fig

2.3b. In final stage of the learning process i.e 500 categories for training and 500 (known) + 500 (unknown)

categories for open set testing, we use all 1000 categories from ImageNet for our evaluation process. We

observe that NNO again dominates the baselines for open world recognition; this time even outperforming

1vSet for open set testing on 200 classes. On the largest scale task involving 500 categories in training and

1000 categories in testing, we observe that NNO provides almost 74% improvement over NCM. Also note

performance starting with 200 classes (2.3b) is better than starting with 50 classes (2.3a), i.e. increased classes

for the metric learning improves both NNO and NCM performance. We repeated the above experiments over

three cross-class folds and found the standard deviation to be on the order of ± 1% which is not visible in the

figure.

The training time required for the initial metric learning process depends on the SGD speed and convergence

rate. We used close to 1M iterations which resulted in metric-learning time of 15 hours in case of 50 categories

and 22 hours in case of metric learning for 200 categories. Given the metric, the learning of new classes via

the update process is extremely fast as it is simply computation of means from labeled data. For this work we

fix the metric, though future work might explore incrementally updating the metric as well. The majority of
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time in update process is dominated by feature extraction and file I/O. However, these operations could be

easily optimized for real-time operations. The NNO Multi-class recognition and detecting novel classes is also

easily done in real time.

2.5 Discussion

In this work, we formalize the problem of open world recognition and provide an open world evaluation

protocol. We extend existing work on NCM classifiers and show how to adapt it for open world recognition. The

proposed NNO algorithm consistently outperforms NCM on open world recognition tasks and is comparable

to NCM on closed set – we gain robustness to the open world without much sacrifice.

There are multiple implications of our experiments. First, we demonstrate suitability of NNO for large

scale recognition tasks in dynamic environments. NNO allows construction of scalable systems that can be

updated incrementally with additional classes and that are robust to unseen categories. Such systems are

suitable where minimum downtime is desired.

Second, as can be seen in Figs 2.3a and Fig 2.3b NNO offers significant improvement for open world

recognition while for close set recognition NNO remains relatively close to NCM in performance.

We also noted that as the number of classes incrementally grew, the closed and open set performance NNO

seems to converge, i.e. the front right edge of the plots in Figs. 2.3a an 2.3b are very flat. This observation

suggests that adding classes in a system may also be limited by open space risk. We conjecture that as the

number of classes grows, the close world performance converges to an open world performance and thus open

world recognition is a more natural setting for building scalable systems.

While we provide one viable open world extension, the theory herein allows a broad range of approaches;

more expressive models, improved CAP models and better open set probability calibration should be explored.

Open world evaluation across multiple features for a variety of applications is an important future work.

Recent advances in deep learning and other areas of visual recognition have demonstrated significant improve-

ments in absolute performance. The best performing systems on such tasks use a parallel system and train for

days. Extending these systems to support incremental open world performance may allow one to provide a

hybrid solution where one reuses the deeply learned features with a top layer of an open world multi-class
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Figure 2.4: Effect of open set performance of thresholding softmax probabilities. Fig 2.4a shows performance

with closed set testing and 2.4b shows performance on open set testing with 100 unknown categories. Metric

learning was performed on 50 categories, followed by incremental learning phase with 50 categories in each

phase. NCM-STH denotes NCM algorithm with open set testing with thresholded softmax probabilities. As

can be seen clearly, just thresholding a probability estimates does not produce good open set performance

algorithm. While scalable learning in the open world is critical for deploying computer vision applications in

the real world, high performing systems enable adoption by masses. Pushing absolute performance on large

scale visual recognition challenges [9], and development of scalable systems for the open world are essentially

two sides of the same coin.

In this supplemental section, we provide additional material to further the reader’s understanding of the

work on Open World Recognition, CAP models and the Nearest Non-Outlier algorithm that we presented in

the main paper. We present additional experiments on ILSVRC 2010 dataset. We then present experiments on

ILSVRC 2012 dataset to demonstrate the performance gain of NNO over NCM (see fig 3 in the main paper)

are not feature/dataset specific. We then provide algorithmic pseudocode for implementing the NNO algorithm.

Finally we discuss the 1vsSet extension to liblinear, its parameter tuning and its computational savings.
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2.6 Experiments on ILSVRC 2010

2.6.1 Thresholding NCM-Softmax for ILSVRC 2010

In section 4.1 of the main paper, we explain the process of rejecting samples from unseen categories to balance

open space risk and defined in Eq. 8, a probability function which is thresholded at zero. At first it might

seem like a viable idea to just threshold the original softmax probability used in NCM. As explained in the

main paper this will fail for open set because the normalization is improper and hence the softmax probability

calibration will bias results. To convince the skeptical reader, we add a small experiment, similar to fig 3 in the

main paper, and show the performance of classifying samples as unknown by directly thresholding softmax

probabilities. As this is a smaller experiment, we show 2D plots instead of a 3D surface as the system is tested

in closed set settings (fig 2.4a) and open set settings with 100 unknowns (fig 2.4b). NNO algorithm performs

comparable with NCM in closed set settings. The reader can observe the performance of NCM-STH is similar

to NCM and significantly worse than NNO on open set testing with 100 unknowns. Just thresholding the

softmax probability is not enough, because its normalization keeps it from decaying as one move away from

known data. This result confirms the suitability of balancing open set risk with Eq 8,using transformed learned

Mahalanobis distance to the NCM. The results from this experiment are shown in fig 2.4.

2.6.2 Performance of NNO for different values of τ

Section 4.1 and 5.1 in the main paper describes NNO algorithm in detail and steps involved in estimating

optimal τ required to balance open space risk. It is natural to ask how sensitive are the results to the choice of

τ . In this section, we show the effect of different values of τ on the performance of NNO tested in open set

settings with 100 unknown categories, to provide reader the feeling for the sensitivity to the parameter.

In the experimental results shown in Fig 3 in the main paper, we used optimal τ for evaluation purpose,

which was approximately 5000. The optimal value near the beginning of a broad peak and small changes in τ

have minimal impact. Even increasing it by 20% has only a small impact on open set testing. Fig 2.5 shows

performance for varying set of τ . τopt is the optimal threshold that was selected. We observe that performance

of NNO continues to improve as we near the optimal threshold from above. For a threshold value lower than
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Figure 2.5: The above figure shows the effect of varying threshold τ on top-1 accuracy on ILSVRC’10 data.

The results from closed set testing are shown in fig 2.5a and results from open set testing with 100 unknown

categories are shown in fig 2.5b. Here τopt = 5000, which was the selected threshold for experiments in fig

3a. For a threshold value lower than τopt, the number of correct predictions retained reduces significantly.

τopt (e.g. 4000), the number of false rejects raises significantly. Thus, a balance between correct predictions

retained and unknown categories rejected has to be maintained by the selected τopt. The results are obtained

on ILSVRC’10 dataset, similar to fig 3a in the main paper. In our experiments, we observed similar trends for

all other experiments – poor performance below the optimal τ and insensitivity to modest changes above it.

2.7 Experiments on ILSVRC 2012 Dataset

As noted in section 5 (Experiments) in the main paper, we used ILSVRC 2010 dataset because we needed

access to ground truth labels. Ground truth is necessary to perform the open world recognition test protocol,

which includes selecting known and unknown set of categories. In this section, we perform additional

experiments on the training subset of ILSVRC 2012 [127] 3 dataset across multiple features to show that the

effectiveness of NNO algorithm for closed set and open set tasks does not significantly depend on feature type.

Since ground truth is not available for ILSVRC’12 dataset, we split the training data provided by the

authors into training and test split. The number of categories is the same, this just limits the number of images

per class used. We use 70% of training data to train models and 30% of the data for evaluation. This process

3ILSVRC dataset remained unchanged between 2012, 2013 and 2014. Ground truth labels are available for training data only.
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Figure 2.6: The above figure shows experiments on ILSVRC’12 data with 50 classes used for metric learning.

The top row shows performance on closed set testing and bottom row shows performance on open set testing

with 500 unknown categories. Figs 2.6a, 2.6d are for HOG features [32], figs 2.6b, 2.6e are for DenseSIFT

features [85] and figs 2.6c, 2.6f are for LBP features [109]. The training data for ImageNet’12 was split

into train (70%) and test split (30%). This is similar to experiment shown in fig 3a in the main paper. The

absolute performance varies from feature to feature, however we see similar trends in performance as we saw

on ILSVRC’10 data.
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is repeated over multiple folds. Once the data is split into training and test split the remaining procedure for

metric learning and incremental learning is similar to that in section 5 (Experiments) in the main section. We

conduct two sets of similar experiments on ILSVRC’12 data: metric learning with 50 and 200 initial categories

as shown in Figs 3 and 4 in the main paper. The closed set and open set testing is conducted in similar manner

as well. While the open world experimental setup for ILSVRC’12 is not ideal because of the smaller number of

images per class, the goal of this experiment is to show that the advantages of NNO are not feature dependent.

We use pre-computed features as provided on cloudcv.org [2]. We consider three set of features as follows:

1. DenseSIFT: SIFT descriptors are densely extracted [85] using a flat window at two scales (4 and 8 pixel

radii) on a regular grid at steps of 5 pixels. The three descriptors are stacked together for each HSV

color channels, and quantized into 300 visual words by k-means. The features used in the main paper

are similar to these features, except in the main paper, denseSIFT features were quantized into 1000

visual words by k-means.

2. Histogram of Oriented Gradients (HOG): HOG features are used in wide range of visual recognition

tasks [32]. HOG features are densely extracted on a regular grid at steps of 8 pixels. HOG features are

computed using code provided by [46]. This gives a 31-dimension descriptor for each node of the grid.

Finally, the features are quantized into 300 visual words by k-means.

3. Local Binary Patterns (LBP): Local Binary Patterns (LBP) [109] is a texture feature based on oc-

currence histogram of local binary patterns. It has been widely used for face recognition and object

recognition. The feature dimensionality used was 59.

Results on HOG [32] are shown in 2.6a, 2.6d, on DenseSIFT [85] are shown in 2.6b, 2.6e and on LBP

features [109] are shown in 2.6c, 2.6f respectively. The absolute performance with DenseSIFT features is the

best, followed by HOG and LBP. The DenseSIFT is very similarly to the results on ILSVRC 2010. Moreover,

from these experiments we observe similar trends across all features to the trends seen in Fig 3 in the main

paper. We see that as closed set performance of NCM and NNO is comparable while NCM with open set

suffers significantly when tested with unknown set of categories. We continue to see significant gains of NNO

over NCM with open set testing across HOG and denseSIFT features. We also observe the trend where as
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Algorithm 1 Nearest Non-Outlier Algorithm

Require: Xk, µk . Initial Training Data Xk from k categories and their means µk

function METRICLEARN(Xk, µk)

W = NCMMetricLearn(Xk, µk) . Train NCM Classifier

for i = 1→ m do . Over multiple folds

XkK , XkU = SplitKnownUnknown(Xk) . Split Training Data into known and unknown set

τi = OpenSetThresh(XkK , XkU ) . Estimate optimal τi for each split

end for

τ = 1
m

∑m
i=1 τi . Use average τ

NNOModelk = [W,µk, τ ]

end function

Require: NNOModelk, Xn, µn . Add additional data Xn from n categories with means µn

function INCREMENTALLEARN( NNOModelk, Xn, µn)

NNOModelk+n = [W, [µk, µn], τ ] . Update model with means µn

end function

we add more categories in the system, the closed set and open set performance begin to converge. Thus, it

is reasonable to conclude that the performance gain seen in terms of NNO on open set testing is not feature

dependent. These observations are consistent with our observations from experiments on ILSVRC’10 data.

2.8 Algorithmic Pseudocode for Nearest Non-Outlier (NNO)

In this section, we provide pseudocode for Nearest Non-Outlier algorithm as described in section 4.1 in the

main paper. The algorithm proceeds in multiple steps. In the first step, features are normalized by the mean

and standard deviation over the starting subset. The initial set of features is used to perform metric learning.

Following this step, threshold τ for open set NNO is estimated using per class decisions using per Eq. 8 in the

main paper and a cross class validation procedure of [63] training data splits. The complete pseudocode is

given in Alg 1
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2.9 Liblinear 1-vs-set extension Baseline

For this paper, we needed a baseline from an existing open set algorithm, so the performance of NNO was

properly placed in context. Unfortunately, the 1-vs-all nature of the computations used in the various libsvm

open set extensions developed to date ([141], [142], and [63]) make them very expensive for use in the scale of

experiments in this paper. We tried the linear 1-vs-set machine of [141] and abandoned when it was not done

with one fold of the smallest experiment after 3 weeks of computing. Recognizing that to scale we needed a

more efficient implementation we adapted the concept/code from [141] into a liblinear ([43]) implementation.

While still a 1-vs-all implementation, the liblinear library uses a much more efficient algorithm for estimation

of the hyperplane than the libsvm and reduced the computation from more than 30,000 minutes (3weeks) to

about 5 minutes for processing one fold of 50 classes. The default liblinear solver (L2-regularized logistic

regression (primal)) did not converge so we switched to L2-regularized L2-loss support vector classification

(primal).

A second issue we address in the extension is supporting searching for the “pressure” parameters discussed

in the original 1-vs-set paper [141]. There is a parameter for the near plane, close to the negative data and a

second parameter for the far plane. That paper provided no formal process for setting the pressures, saying it

is problem dependent. Initially, we used strict 1-vs-set slabs with “-G 0 1” and the performance was quite

weak with only about 5% top-1 accuracy on closed set testing. The out of the box liblinear was doing much

better. Upon examination we found that liblinear was choosing the class with largest score, even if that score

was negative. Thus, we needed to move beyond the default 1-vs-set machine parameters and add some near

pressure to capture the negatives. The obvious process is a grid search of parameters using training data. For

that process, we choose to mimic the process for selection of τ in the NNO algorithm. In particular we split

the 50 classes into 3 folds of 32 classes each: first 32 classes, last 32 classes and first 16 + last 16). We trained

a 1-vs-set machine with both near and far pressure and then used them to predict performance on the full 50

class training sample. Among the parameters that achieved at 90% or better recall on at least one fold, we

choose the set of parameters that optimized F-measure. Our grid search included: near pressure = [0 .05 .1 .2

.3 .4 .5 .6. 7. 8. .9 1 2 3 4 5 6] and far pressure = [1 2 3 4 5 10 15 20 25 30 35 40 45 50 55 60 65]. We found

the optimal parameters to be near pressure =.2, and far pressure = 55, i.e. a small expansion inside the margin
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space but a large expansion on the back side of the training data. We used the same parameters for 200 classes.

With that many parameters to grid search, we decided that retraining a new model with liblinear, even

though it is efficient, was still computationally expensive at 56 hours for our grid search. Recognizing that

other researchers may face a similar issue, we decided to develop a more efficient way to search. We adapted

the liblinear 1-vs-set extension to support a mode that reads an existing liblinear model (raw or 1-vs-set),

as well as the training data and 1-v-set parameters such as pressure, then computes the optimized 1-vs-set

data from that starting model. The result is that for one fold it takes about 7 seconds to train model for

a given set of pressures and 2 second to predict with that model on the full training data. Thus the full

grid search of 225 values and 3 folds, was reduced to under 2 hours. This mode allows anyone that has

liblinear models to quickly adapt existing models for 1-vs-set testing without the costs of retraining the

original model. The 1-vs-set liblinear extension discussed in this section is available as open-source from

https://github.com/Vastlab/liblinear.git.

2.10 Numerical Values for Results

In this section, we provide numerical values for clarity. The following table shows numerical values for the

surface plot presented in Fig 3a in the main paper for each algorithm. Metric learning/parameter estimation

was performed on 50 categories followed by updating classifier with 50 additional categories. As 1vSet and

SVM do not have incremental learning capabilities, results with only varying number of unknown categories

in testing are shown.

The following tables show results shown in Fig 3b in the main paper. Metric learning/parameter estimation

was performed with 200 initial categories. Similarly, we provide results for 1vSet and SVM algorithms with

varying number of unknown categories. Incremental learning results for 1vSet and SVM are not provided as

they do not possess those capabilities.

https://github.com/Vastlab/liblinear.git
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NCM
# Known Categories

in Training

50 100 150 200

# Unknown

Categories

in testing

0 20.5600 9.3667 9.4400 9.1033

100 6.8533 4.6833 5.6640 6.0689

200 4.1120 3.1222 4.0457 4.5517

500 1.8691 1.5611 2.1785 2.6010

Table 2.1: NCM with metric learning performed on 50 categories

NNO
# Known Categories

in Training

50 100 150 200

# Unknown

Categories

in testing

0 19.8933 8.0000 8.5600 8.4267

100 12.2178 7.5700 7.9440 7.8267

200 10.0267 7.2667 7.5752 7.5667

500 9.0412 7.5656 7.7015 7.6867

Table 2.2: NNO with metric learning performed on 50 categories
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1vsSet
# Known Categories

in Training

50

# Unknown

Categories

in testing

0 16.0267

100 13.5689

200 11.2827

500 9.0412

Table 2.3: 1vSet algorithm tested with varying number of unknown categories. Model trained on 50 categories

SVM
# Known Categories

in Training

50

# Unknown

Categories

in testing

0 21.12

100 7.04

200 4.224

500 1.92

Table 2.4: SVM algorithm tested with varying number of unknown categories. Model trained on 50 categories

NCM
# Known Categories

in Training

200 300 400 500

# Unknown

Categories

in testing

0 22.6133 10.1400 9.3300 7.2987

100 12.4089 2.3550 2.6640 2.7489

200 9.3067 1.8840 2.2200 2.3562

500 5.3181 1.1775 1.4800

Table 2.5: NCM with metric learning performed on 200 categories
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NNO
# Known Categories

in Training

200 300 400 500

# Unknown

Categories

in testing

0 22.4033 9.1000 9.2833 7.0307

100 17.7378 6.3933 5.8520 5.3478

200 16.2900 7.4627 6.8178 6.2276

500 12.4343 7.3167 6.8926 1.6493

Table 2.6: NNO with metric learning performed on 200 categories

1vsSet
# Known Categories

in Training

200

# Unknown

Categories

in testing

0 14.0933

100 12.4044

200 11.6617

500 10.8448

Table 2.7: 1vSet algorithm tested with varying number of unknown categories. Model trained on 200 categories

SVM
# Known Categories

in Training

200

# Unknown

Categories

in testing

0 19.25

100 12.8333

200 9.625

500 5.5

Table 2.8: SVM algorithm tested with varying number of unknown categories. Model trained on 200 categories



Chapter 3

Towards Open Set Deep Networks

Deep networks have produced significant gains for various visual recognition problems, leading to high impact

academic and commercial applications. Recent work in deep networks highlighted that it is easy to generate

images that humans would never classify as a particular objectclass, yet networks classify such images high

confidence as that given class – deep network are easily fooled with images humans do not consider meaningful.

The closed set nature of deep networks forces them to choose from one of the known classes leading to such

artifacts. Recognition in the real world is open set, i.e. the recognition system should reject unknown/unseen

classes at test time. We present a methodology to adapt deep networks for open set recognition, by introducing

a new model layer, OpenMax, which estimates the probability of an input being from an unknown class. A

key element of estimating the unknown probability is adapting Meta-Recognition concepts to the activation

patterns in the penultimate layer of the network. OpenMax allows rejection of “fooling” and unrelated open

set images presented to the system; OpenMax greatly reduces the number of obvious errors made by a deep

network. We prove that the OpenMax concept provides bounded open space risk, thereby formally providing

an open set recognition solution. We evaluate the resulting open set deep networks using pre-trained networks

from the Caffe Model-zoo on ImageNet 2012 validation data, and thousands of fooling and open set images.

The proposed OpenMax model significantly outperforms open set recognition accuracy of basic deep networks

as well as deep networks with thresholding of SoftMax probabilities.

39
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3.1 Introduction

Computer Vision datasets have grown from few hundred images to millions of images and from few categories

to thousands of categories, thanks to research advances in vision and learning. Recent research in deep

networks has significantly improved many aspects of visual recognition [157, 24, 76]. Co-evolution of

rich representations, scalable classification methods and large datasets have resulted in many commercial

applications [35, 160, 111, 44]. However, a wide range of operational challenges occur while deploying

recognition systems in the dynamic and ever-changing real world. A vast majority of recognition systems

are designed for a static closed world, where the primary assumption is that all categories are known a priori.

Deep networks, like many classic machine learning tools, are designed to perform closed set recognition.

Recent work on open set recognition [138, 139] and open world recognition [8], has formalized processes

for performing recognition in settings that require rejecting unknown objects during testing. While one can

always train with an “other” class for uninteresting classes (known unknowns), it is impossible to train with

all possible examples of unknown objects. Hence the need arises for designing visual recognition tools that

formally account for the “unknown unknowns”[126]. Altough a range of algorithms has been developed to

address this issue [31, 138, 139, 155, 16], performing open set recognition with deep networks has remained

an unsolved problem.

In the majority of deep networks [76, 157, 24], the output of the last fully-connected layer is fed to the

SoftMax function, which produces a probability distribution over the N known class labels. While a deep

network will always have a most-likely class, one might hope that for an unknown input all classes would

have low probability and that thresholding on uncertainty would reject unknown classes. Recent papers have

shown how to produce “fooling” [107] or “rubbish” [53] images that are visually far from the desired class

but produce high-probability/confidence scores. They strongly suggests that thresholding on uncertainty is

not sufficient to determine what is unknown. In Sec. 3.3, we show that extending deep networks to threshold

SoftMax probability improves open set recognition somewhat, but does not resolve the issue of fooling images.

Nothing in the theory/practice of deep networks, even with thresholded probabilities, satisfies the formal

definition of open set recognition offered in [138]. This leads to the first question addressed in this paper,

“how to adapt deep networks support to open set recognition?”
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Figure 3.1: Examples showing how an activation vector model provides sufficient information for our Meta-Recognition

and OpenMax extension of a deep network to support open-set recognition. The OpenMax algorithm measures distance

between an activation vector (AV) for an input and the model vector for the top few classes, adjusting scores and providing

an estimate of probability of being unknown. The left side shows activation vectors (AV) for different images, with

different AVs separated by black lines. Each input image becomes an AV, displayed as 10x450 color pixels, with the

vertical being one pixel for each of 10 deep network channel activation energy and the horizontal dimension showing

the response for the first 450 ImageNet classes. Ranges of various category indices (sharks, whales, dogs, fish, etc.) are

identified on the bottom of the image. For each of four classes (baseball, hammerhead shark, great white shark and scuba

diver), we show an AV for 4 types of images: the model, a real image, a fooling image and an open set image. The AVs

show patterns of activation in which, for real images, related classes are often responding together, e.g., sharks share many

visual features, hence correlated responses, with other sharks, whales, large fishes, but not with dogs or with baseballs.

Visual inspection of the AVs shows significant difference between the response patterns for fooling and open set images

compared to a real image or the model AV. For example, note the darker (deep blue) lines in many fooling images and

different green patterns in many open set images. The bottom AV is from an “adversarial” image, wherein a hammerhead

image was converted, by adding nearly invisible pixel changes, into something classified as scuba-diver. On the right are

two columns showing the associated images for two of the classes. Each example shows the SoftMax (SM) and OpenMax

(OM) scores for the real image, the fooling and open set image that produced the AV shown on the left. The red OM

scores implies the OM algorithm classified the image as unknown, but for completeness we show the OM probability of

baseball/hammerhead class for which there was originally confusion.
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The SoftMax layer is a significant component of the problem because of its closed nature. We propose an

alternative, OpenMax, which extends SoftMax layer by enabling it to predict an unknown class. OpenMax

incorporates likelihood of the recognition system failure. This likelihood is used to estimate the probability for a

given input belonging to an unknown class. For this estimation, we adapt the concept of Meta-Recognition[140,

183, 67] to deep networks. We use the scores from the penultimate layer of deep networks (the fully connected

layer before SoftMax, e.g., FC8) to estimate if the input is “far” from known training data. We call scores

in that layer the activation vector(AV). This information is incorporated in our OpenMax model and used to

characterize failure of recognition system. By dropping the restriction for the probability for known classes

to sum to 1, and rejecting inputs far from known inputs, OpenMax can formally handle unknown/unseen

classes during operation. Our experiments demonstrate that the proposed combination of OpenMax and

Meta-Recognition ideas readily address open set recognition for deep networks and reject high confidence

fooling images [107].

While fooling/rubbish images are, to human observers, clearly not from a class of interest, adversarial

images [53, 158] present a more difficult challenge. These adversarial images are visually indistinguishable

from a training sample but are designed so that deep networks produce high-confidence but incorrect answers.

This is different from standard open space risk because adversarial images are “near” a training sample in

input space, for any given output class.

A key insight in our opening deep networks is noting that “open space risk” should be measured in

feature space, rather than in pixel space. In prior work, open space risk is not measured in pixel space for the

majority of problems [138, 139, 8]. Thus, we ask “is there a feature space, ideally a layer in the deep network,

where these adversarial images are far away from training examples, i.e., a layer where unknown, fooling

and adversarial images become outliers in an open set recognition problem?” In Sec. 3.2.1, we investigate

the choice of the feature space/layer in deep networks for measuring open space risk. We show that an

extreme-value meta-recognition inspired distance normalization process on the overall activation patterns

of the penultimate network layer provides a rejection probability for OpenMax normalization for unknown

images, fooling images and even for many adversarial images. In Fig. 4.1, we show examples of activation

patterns for our model, input images, fooling images, adversarial images (that the system can reject) and open
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set images.

In summary the contributions of this paper are:

1. Multi-class Meta-Recognition using Activation Vectors to estimate the probability of deep network

failure

2. Formalization of open set deep networks using Meta-Recognition and OpenMax, along with the proof

showing that proposed approach manages open space risk for deep networks

3. Experimental analysis of the effectiveness of open set deep networks at rejecting unknown classes,

fooling images and obvious errors from adversarial images, while maintaining its accuracy on testing

images

3.2 Open Set Deep Networks

A natural approach for opening a deep network is to apply a threshold on the output probability. We consider

this as rejecting uncertain predictions, rather than rejecting unknown classes. It is expected images from

unknown classes will all have low probabilities, i.e., be very uncertain. This is true only for a small fraction of

unknown inputs. Our experiments in Sec. 3.3 show that thresholding uncertain inputs helps, but is still relatively

weak tool for open set recognition. Scheirer et al. [138] defined open space risk as the risk associated with

labeling data that is “far” from known training samples. That work provides only a general definition and does

not prescribe how to measure distance, nor does it specify the space in which such distance is to be measured.

In order to adapt deep networks to handle open set recognition, we must ensure they manage/minimize their

open space risk and have the ability to reject unknown inputs.

Building on the concepts in [139, 8], we seek to choose a layer (feature space) in which we can build a

compact abating probability model that can be thresholded to limit open space risk. We develop this model

as a decaying probability model based on distance from a learned model. In following section, we elaborate

on the space and meta-recognition approach for estimating distance from known training data, followed by a

methodology to incorporate such distance in decision function of deep networks. We call our methodology

OpenMax, an alternative for the SoftMax function as the final layer of the network. Finally, we show that

the overall model is a compact abating probability model, hence, it satisfies the definition for an open set
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recognition.

3.2.1 Multi-class Meta-Recognition

Our first step is to determine when an input is likely not from a known class, i.e., we want to add a meta-

recognition algorithm [140, 183] to analyze scores and recognize when deep networks are likely incorrect in

their assessment. Prior work on meta-recognition used the final system scores, analyzed their distribution

based on Extreme Value Theory (EVT) and found these distributions follow Weibull distribution. Although

one might use the per class scores independently and consider their distribution using EVT, that would not

produce a compact abating probability because the fooling images show that the scores themselves were not

from a compact space close to known input training data. Furthermore, a direct EVT fitting on the set of class

post recognition scores (SoftMax layer) is not meaningful with deep networks, because the final SoftMax layer

is intentionally renormalized to follow a logistic distribution. Thus, we analyze the penultimate layer, which is

generally viewed as a per-class estimation. This per-class estimation is converted by SoftMax function into the

final output probabilities.

We take the approach that the network values from penultimate layer (hereafter the Activation Vector (AV)),

are not an independent per-class score estimate, but rather they provide a distribution of what classes are

“related.” In Sec. 3.2.2 we discuss an illustrative example based on Fig. 4.1.

Our overall EVT meta-recognition algorithm is summarized in Alg. 2. To recognize outliers using AVs,

we adapt the concepts of Nearest Class Mean [162, 102] or Nearest Non-Outlier [8] and apply them per class

within the activation vector, as a first approximation. While more complex models, such as nearest class

multiple centroids (NCMC) [104] or NCM forests [124], could provide more accurate modeling, for simplicity

this paper focuses on just using a single mean. Each class is represented as a point, a mean activation vector

(MAV) with the mean computed over only the correctly classified training examples (line 2 of Alg. 2).

Given the MAV and an input image, we measure distance between them. We could directly threshold

distance, e.g., use the cross-class validation approach of [8] to determine an overall maximum distance

threshold. In [8], the features were subject to metric learning to normalize them, which makes a single shared

threshold viable. However, the lack of uniformity in the AV for different classes presents a greater challenge
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Algorithm 2 EVT Meta-Recognition Calibration for Open Set Deep Networks, with per class Weibull fit to η largest

distance to mean activation vector. Returns libMR models ρj which includes parameters τi for shifting the data as well as

the Weibull shape and scale parameters:κi, λi.
Require: FitHigh function from libMR

Require: Activation levels in the penultimate network layer v(x) = v1(x) . . . vN (x)

Require: For each class j let Si,j = vj(xi,j) for each correctly classified training example xi,j .

1: for j = 1 . . . N do

2: Compute mean AV, µj = meani(Si,j)

3: EVT Fit ρj = (τj , κj , λj) = FitHigh(‖Ŝj − µj‖, η)

4: end for

5: Return means µj and libMR models ρj

and, hence, we seek a per class meta-recognition model. In particular, on line 3 of Alg. 2 we use the libMR

[140] FitHigh function to do Weibull fitting on the largest of the distances between all correct positive training

instances and the associated µi. This results in a parameter ρi, which is used to estimate the probability of an

input being an outlier with respect to class i.

Given ρi, a simple rejection model would be for the user to define a threshold that decides if an input

should be rejected, e.g., ensuring 90% of all training data will have probability near zero of being rejected

as an outlier. While simple to implement, it is difficult to calibrate an absolute Meta-Recognition threshold

because it depends on the unknown unknowns. Therefore, we choose to use this in the OpenMax algorithm

described in Sec. 3 which has a continuous adjustment.

We note that our calibration process uses only correctly classified data, for which class j is rank 1. At

testing, for input x assume class j has the largest probability, then ρj(x) provides the MR estimated probability

that x is an outlier and should be rejected. We use one calibration for high-ranking (e.g., top 10), but as

an extension separate calibration for different ranks is possible. Note when there are multiple channels

per example we compute per channel per class mean vectors µj,c and Weibull parameters ρj,c. It is worth

remembering that the goal is not to determine the training class of the input, rather this is a meta-recognition

process used to determine if the given input is from an unknown class and hence should be rejected.
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3.2.2 Interpretation of Activation Vectors

In this section, we present the concept of activation vectors and meta-recognition with illustrative examples

based on Fig. 4.1.

Closed Set: Presume the input is a valid input of say a hammerhead shark, i.e., the second group of

activation records from Fig. 4.1. The activation vector shows high scores for the AV dimension associated with

a great white shark. All sharks share many direct visual features and many contextual visual features with other

sharks, whales and large fish, which is why Fig. 4.1 shows multiple higher activations (bright yellow-green)

for many ImageNet categories in those groups. We hypothesize that for most categories, there is a relatively

consistent pattern of related activations. The MAV captures that distribution as a single point. The AVs present

a space where we measure the distance from an input image in terms of the activation of each class; if it is a

great white shark we also expect higher activations from say tiger and hammerhead sharks as well as whales,

but very weak or no activations from birds or baseballs. Intuitively, this seems like the right space in which to

measure the distance during training.

Open Set: First let us consider an open set image, i.e., a real image from an unknown category. These will

always be mapped by the deep network to the class for which SoftMax provides the maximum response, e.g.,

the images of rocks in Fig. 4.1 is mapped to baseball and the fish on the right is mapped to a hammerhead.

Sometimes open set images will have lower confidence, but the maximum score will yield a corresponding

class. Comparing the activation vectors of the input with the MAV for a class for which the input produced

maximum response, we observe it is often far from the mean. However, for some open set images the response

provided is close to the AV but still has an overall low activation level. This can occur if the input is an

“unknown” class that is closely related to a known class, or if the object is small enough that it is not well

distinguished. For example, if the input is from a different type of shark or large fish, it may provide a low

activation, but the AV may not be different enough to be rejected. For this reason, it is still necessary for open

set recognition to threshold uncertainty, in addition to directly estimating if a class is unknown.

Fooling Set: Consider a fooling input image, which was artificially constructed to make a particular class

(e.g., baseball or hammerhead) have high activation score and, hence, to be detected with high confidence.

While the artificial construction increases the class of interest’s probability, the image generation process did
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not simultaneously adjust the scores of all related classes, resulting in an AV that is “far” from the model AV.

Examine the 3rd element of each class group in Fig. 4.1 which show activations from fooling images. Many

fooling images are visually quite different and so are their activation vectors. The many regions of very low

activation (dark blue/purple) are likely because one can increase the output of SoftMax for a given class by

reducing the activation of other classes, which in turn reduces the denominator of the SoftMax computation.

Adversarial Set: Finally, consider an adversarial input image [53, 158, 180], which is constructed to be

close to one class but is mislabeled as another. An example is shown on the bottom right of Fig. 4.1. If the

adversarial image is constructed to a nearby class, e.g., from hammerhead to great white, then the approach

proposed herein will fail to detect it as a problem – fine-grained category differences are not captured in the

MAV. However, adversarial images can be constructed between any pair of image classes, see [158]. When the

target class is far enough, e.g., the hammerhead and scuba example here, or even farther such as hammerhead

and baseball, the adversarial image will have a significant difference in activation score and hence can be

rejected. We do not consider adversarial images in our experiments because the outcome would be more a

function of that adversarial images we choose to generate – and we know of no meaningful distribution for that.

If, for example, we choose random class pairs (a, b) and generated adversarial images from a to b, most of

those would have large hierarchy distance and likely be rejected. If we choose the closest adversarial images,

likely from nearby classes, the activations will be close and they will not be rejected.

The result of our OpenMax process is that open set as well as fooling or adversarial images will generally

be rejected. Building a fooling or adversarial image that is not rejected means not only getting a high score for

the class of interest, it means maintaining the relative scores for the 999 other classes. At a minimum, the

space of adversarial/fooling images is significantly reduced by these constraints. Hopefully, any input that

satisfies all the constraints is an image that also gets human support for the class label, as did some of the

fooling images in Figure 3 of [107], and as one sees in adversarial image pairs fine-grain separated categories

such as bull and great white sharks.

One may wonder if a single MAV is sufficient to represent complex objects with different aspects/views.

While future work should examine more complex models that can capture different views/exemplars, e.g.,

NCMC [104] or NCM forests [124]. If the deep network has actually achieved the goal of view independent
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recognition, then the distribution of penultimate activation should be nearly view independent. While the

open-jaw and side views of a shark are visually quite different, and a multi-exemplar model may be more

effective in capturing the different features in different views, the open-jaws of different sharks are still quite

similar, as are their side views. Hence, each view may present a relatively consistent AV, allowing a single

MAV to capture both. Intuitively, while image features may vary greatly with view, the relative strength of

“related classes” represented by the AV should be far more view independent.

3.2.3 OpenMax

The standard SoftMax function is a gradient-log-normalizer of the categorical probability distribution – a

primary reason that it is commonly used as the last fully connected layer of a network. The traditional definition

has per-node weights in their computation. The scores in the penultimate network layer of Caffe-based deep

networks [68], what we call the activation vector, has the weighting performed in the convolution that produced

it. Let v(x) = v1(x), . . . , vN (x) be the activation level for each class, y = 1, . . . , N . After deep network

training, an input image x yields activation vector v(x), the SoftMax layer computes:

P (y = j|x) =
evj(x)∑N
i=1 e

vi(x)
(3.1)

where the denominator sums over all classes to ensure the probabilities over all classes sum to 1. However, in

open set recognition there are unknown classes that will occur at test time and, hence, it is not appropriate to

require the probabilities to sum to 1.

To adapt SoftMax for open set, let ρ be a vector of meta-recognition models for each class estimated by

Alg. 2. In Alg. 3 we summarize the steps for OpenMax computation. For convenience we define the unknown

unknown class to be at index 0. We use the Weibull CDF probability (line 3 of Alg. 3) on the distance between

x and µi for the core of the rejection estimation. The model µi is computed using the images associated

with category i, images that were classified correctly (top-1) during training process. We expect the EVT

function of distance to provide a meaningful probability only for few top ranks. Thus in line 3 of Alg. 3,

we compute weights for the α largest activation classes and use it to scale the Weibull CDF probability. We

then compute revised activation vector with the top scores changed. We compute a pseudo-activation for the

unknown unknown class, keeping the total activation level constant. Including the unknown unknown class,
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Algorithm 3 OpenMax probability estimation with rejection of unknown or uncertain inputs.

Require: Activation vector for v(x) = v1(x), . . . , vN (x)

Require: means µj and libMR models ρj = (τi, λi, κi)

Require: α, the numer of “top” classes to revise

1: Let s(i) = argsort(vj(x)); Let ωj = 1

2: for i = 1, . . . , α do

3: ωs(i)(x) = 1− α−i
α e
−
(
‖x−τs(i)‖
λs(i)

)κs(i)

4: end for

5: Revise activation vector v̂(x) = v(x) ◦ ω(x)

6: Define v̂0(x) =
∑
i vi(x)(1− ωi(x)).

7:

P̂ (y = j|x) =
ev̂j(x)∑N
i=0 e

v̂i(x)
(3.2)

8: Let y∗ = argmaxj P (y = j|x)

9: Reject input if y∗ == 0 or P (y = y∗|x) < ε

the new revised activation compute the OpenMax probabilities as in Eq. 3.2.

OpenMax provides probabilities that support explicit rejection when the unknown unknown class (y = 0)

has the largest probability. This Meta-Recognition approach is a first step toward determination of unknown

unknown classes and our experiments show that a single MAV works reasonably well at detecting fooling

images, and is better than just thresholding on uncertainty. However, in any system that produces certainty

estimates, thresholding on uncertainty is still a valid type of meta-recognition and should not be ignored. The

final OpenMax approach thus also rejects unknown as well as uncertain inputs in line 9 of Alg.3.

To select the hyper-parameters ε, η, and α, we can do a grid search calibration procedure using a set of

training images plus a sampling of open set images, optimizing F-measure over the set. The goal here is basic

calibration for overall scale/sensitivity selection, not to optimize the threshold over the space of unknown

unknowns, which cannot be done experimentally.

Note that the computation of the unknown unknown class probability inherently alters all probabilities

estimated. For a fixed threshold and inputs that have even a small chance of being unknown, OpenMax will
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reject more inputs than SoftMax. Fig. 3.2 shows the OpenMax and SoftMax probabilities for 100 example

images, 50 training images and 50 open set images as well as for fooling images. The more off-diagonal the

more OpenMax altered the probabilities. Threshold selection for uncertainty based rejection ε, would find a

balance between keeping the training examples while rejecting open set examples. Fooling images were not

used for threshold selection.

While not part of our experimental evaluation, note that OpenMax also provides meaningful rank ordering

via its estimated probability. Thus OpenMax directly supports a top-5 class output with rejection. It is also

important to note that because of the re-calibration of the activation scores v̂i(x), OpenMax often does not

produce the same rank ordering of the scores.

3.2.4 OpenMax Compact Abating Property

While thresholding uncertainty does provide the ability to reject some inputs, it has not been shown to formally

limit open space risk for deep networks. It should be easy to see that in terms of the activation vector, the

positively labeled space for SoftMax is not restricted to be near the training space, since any increase in the

maximum class score increases its probability while decreasing the probability of other classes. With sufficient

increase in the maximum directions, even large changes in other dimension will still provide large activation

for the leading class. While in theory one might say the deep network activations are bounded, the fooling

images of [107], are convincing evidence that SoftMax cannot manage open space risk.

Theorem 3 (Open Set Deep Networks). A deep network extended using Meta-Recognition on activation

vectors as in Alg. 3, with the SoftMax later adapted to OpenMax, as in Eq. 3.2, provides an open set recognition

function.

Proof. The Meta-Recognition probability (CDF of a Weibull) is a monotonically increasing function of

‖µi − x‖, and hence 1− ωi(x) is monotonically decreasing. Thus, they form the basis for a compact abating

probability as defined in [139]. Since the OpenMax transformation is a weighted monotonic transformation

of the Meta-Recognition probability, applying Theorems 1 and 2 of [8] yield that thresholding the OpenMax

probability of the unknown manages open space risk as measured in the AV feature space. Thus it is an open

set recognition function.
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3.3 Experimental Analysis

In this section, we present experiments carried out in order to evaluate the effectiveness of the proposed

OpenMax approach for open set recognition tasks with deep neural networks. Our evaluation is based on

ImageNet Large Scale Visual Recognition Competition (ILSVRC) 2012 dataset with 1K visual categories.

The dataset contains around 1.3M images for training (with approximately 1K to 1.3K images per category),

50K images for validation and 150K images for testing. Since test labels for ILSVRC 2012 are not publicly

available, like others have done we report performance on validation set [76, 107, 150]. We use a pre-trained

AlexNet (BVLC AlexNet) deep neural network provided by the Caffe software package [68]. BVLC AlexNet

is reported to obtain approximately 57.1% top-1 accuracy on ILSVRC 2012 validation set. The choice of

pre-trained BVLC AlexNet is deliberate, since it is open source and one of the most widely used packages

available for deep learning.

To ensure proper open set evaluation, we apply a test protocol similar to the ones presented in [139, 8].

During the testing phase, we test the system with all the 1000 categories from ILSVRC 2012 validation set,

fooling categories and previously unseen categories. The previously unseen categories are selected from

ILSVRC 2010. It has been noted by Ruskovsky et al. [128] that approximately 360 categories from ILSVRC

2010 were discarded and not used in ILSVRC 2012. Images from these 360 categories as the open set images,

i.e., unseen or unknown categories.

Fooling images are generally totally unrecognizable to humans as belonging to the given category but deep

networks report with near certainty they are from the specified category. We use fooling images provided by

Nguyen et al. [107] that were generated by an evolutionary algorithm or by gradient ascent in pixel space. The

final test set consists of 50K closed set images from ILSVRC 2012, 15K open set images (from the 360 distinct

categories from ILSVRC 2010) and 15K fooling images (with 15 images each per ILSVRC 2012 categories).

Training Phase: As discussed previously (Alg. 2), we consider the penultimate layer (fully connected

layer 8 , i.e., FC8) for computation of mean activation vectors (MAV). The MAV vector is computed for each

class by considering the training examples that deep networks training classified correctly for the respective

class. MAV is computed for each crop/channel separately. Distance between each correctly classified training

example and MAV for particular class is computed to obtain class specific distance distribution. For these
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experiments we use a distance that is a weighted combination of normalized Euclidean and cosine distances.

Supplemental material shows results with pure Euclidean and other measures that overall perform similarly.

Parameters of Weibull distribution are estimated on these distances. This process is repeated for each of the

1000 classes in ILSVRC 2012. The exact length of tail size for estimating parameters of Weibull distribution is

obtained during parameter estimation phase over a small set of hold out data. This process is repeated multiple

times to obtain an overall tail size of 20.

Testing Phase: During testing, each test image goes through the OpenMax score calibration process as

discussed previously in Alg. 3. The activation vectors are the values in the FC8 layer for a test image that

consists of 1000x10 dimensional values corresponding to each class and each channel. For each channel in

each class, the input is compared using a per class MAV and per class Weibull parameters. During testing,

distance with respect to the MAV is computed and revised OpenMax activations are obtained, including the

new unknown class (see lines 5&6 of Alg. 3). The OpenMax probability is computed per channel, using the

revised activations (Eq. 3.2) yielding an output of 1001x10 probabilities. For each class, the average over

the 10 channel gives the overall OpenMax probability. Finally, the class with the maximum over the 1001

probabilities is the predicted class. This maximum probability is then subject to the uncertainty threshold (line

9). In this work we focus on strict top-1 predictions.

Evaluation: ILSVRC 2012 is a large scale multi-class classification problem and top-1 or top-5 accuracy

is used to measure the effectiveness of a classification algorithm [128]. Multi-class classification error for

a closed set system can be computed by keeping track of incorrect classifications. For open set testing the

evaluation must keep track of the errors that occur due to standard multi-class classification over known

categories as well as errors between known and unknown categories. As suggested in [155, 138] we use

F-measure to evaluate open set performance. For open set recognition testing, F-measure is better than

accuracy because it is not inflated by true negatives.

For a given threshold on OpenMax/SoftMax probability values, we compute true positives, false positives

and false negatives over the entire dataset. For example, when testing the system with images from validation

set, fooling set and open set (see Fig. 3.3), true positives are defined as the correct classifications on the

validation set, false positives are incorrect classifications on the validation set and false negatives are images
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from the fooling set and open set categories that the system incorrectly classified as known examples. Fig. 3.3

shows performance of OpenMax and SoftMax for varying thresholds. Our experiments show that the proposed

approach of OpenMax consistently obtains higher F-measure on open set testing.

3.4 Discussion

We have seen that with our OpenMax architecture, we can automatically reject many unknown open set and

fooling images as well as rejecting some adversarial images, while having only modest impact to the true

classification rate. One of the obvious questions when using Meta-Recognition is “what do we do with rejected

inputs?” While that is best left up to the operational system designer, there are multiple possibilities. OpenMax

can be treated as a novelty detector in the scenario presented open world recognition [8] after that human label

the data and the system incrementally learn new categories. Or detection can used as a flag to bring in other

modalities[154, 48].

A second approach, especially helpful with adversarial or noisy images, is to try to remove small noise that

might have lead to the miss classification. For example, the bottom right of Fig. 4.1, showed an adversarial

image wherein a hammerhead shark image with noise was incorrectly classified by base deep network as a

scuba diver. OpenMax Rejects the input, but with a small amount of simple gaussian blur, the image can be

reprocessed and is accepted as a hammerhead shark by with probability 0.79.

We used non-test data for parameter tuning, and for brevity only showed performance variation with

respect to the uncertainty threshold shared by both SoftMax with threshold and OpenMax. The supplemental

material shows variation of a wider range of OpenMax parameters, e.g. one can increase open set and fooling

rejection capability at the expense of rejecting more of the true classes. In future work, such increase in true

class rejection might be mitigated by increasing the expressiveness of the AV model, e.g. moving to multiple

MAVs per class. This might allow it to better capture different contexts for the same object, e.g. a baseball on

a desk has a different context, hence, may have different “related” classes in the AV than say a baseball being

thrown by a pitcher.

Interestingly, we have observe that the OpenMax rejection process often identifies/rejects the ImageNet

images that the deep network incorrectly classified, especially images with multiple objects. Similarly, many
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samples that are far away from training data have multiple objects in the scene. Thus, other uses of the

OpenMax rejection can be to improve training process and aid in developing better localization techniques

[167, 110]. See Fig. 3.5 for an example.
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Figure 3.2: A plot of OpenMax probabilities vs SoftMax probabilities for the fooling (triangle), open set (square) and

validation (circle) for 100 categories from ImageNet 2012. The more off-diagonal a point, the more OpenMax altered

the probabilities. Below the diagonal means OpenMax estimation reduced the inputs probability of being in the class.

For some inputs OpenMax increased the classes probability, which occurs when the leading class is partially rejected

thereby reducing its probability and increasing a second or higher ranked class. Uncertainty-based rejection threshold (ε)

selection can optimize F-measure between correctly classifying the training examples while rejecting open set examples.

(Fooling images are not used for threshold selection.) The number of triangles and squares below the diagonal means that

uncertainty thresholding on OpenMax threshold (vertical direction), is better than thresholding on SoftMax (horizontal

direction).
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Figure 3.3: OpenMax and SoftMax-w/threshold performance shown as F-measure as a function of threshold on output

probabilities. The test uses 80,000 images, with 50,000 validation images from ILSVRC 2012, 15,000 fooling images and

15,000 “unknown” images draw from ILSVRC 2010 categories not used in 2012. The base deep network performance

would be the same as threshold 0 of SoftMax-w/threshold. OpenMax performance gain is nearly 4.3% improvement

accuracy over SoftMax with optimal threshold, and 12.3% over the base deep network. Putting that in context, over the

test set OpemMax correctly classified 3450 more images than SoftMax and 9847 more than the base deep network.
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Figure 3.4: The above figure shows performance of OpenMax and SoftMax as a detector for fooling images and for open

set test images. F-measure is computed for varying thresholds on OpenMax and SoftMax probability values. The proposed

approach of OpenMax performs very well for rejecting fooling images during prediction phase.
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Figure 3.5: OpenMax also predict failure during training as in this example. The official class is agama but the MAV for

agama is rejected for this input, and the highest scoring class is jeep with probability 0.26. However, cropping out image

regions can find windows where the agama is well detected and another where the Jeep is detected. Crop 1 is the jeep

region, crop 2 is agama and the crops AV clearly match the appropriate model and are accepted with probability 0.32 and

0.21 respectively.



Chapter 4

Streaming Face Recognition

The performance of a face recognition system relies heavily on its ability to handle spatial, temporal and

operational variances [184]. Large scale face recognition systems have to adapt with changing environments.

Face recognition systems often achieve excellent performance on benchmark datasets, but performance

degrades significantly in operational environments [118]. One could build an application specific dataset, but

this process is extremely cumbersome. Recently [112], [176] have adopted the approach to incrementally adapt

learned models for face recognition with new data. As hardware (e.g. surveillance cameras) becomes cheaper,

it is easier to capture more data to address problems such as self-occlusion, motion blur and illumination [55].

A typical image captured from a surveillance dataset is about 70 KB [14]. Analyzing a short video stream

of about 10 minutes at 30fps amounts to processing of 1.2 GB of data. Updating existing learned models

with such large and rapidly produced data poses significant challenge for a system with limited processing

resources. While processing data on the cloud might be possible for some applications, many surveillance

applications have constrained operational environments.

A common notion in many learning based vision systems is to learn with as much data as possible, to

achieve best possible prediction performance during testing phase. This approach is useful for large scale

face recognition when resources permit [175], [10], however poses multiple challenges when learning with

limited resources [70]. The feature descriptors used for image representation are often high dimensional and

data is generated faster than it can be processed/learned. Thus from practical application point of view it

59



60

Probability 
Calibration

Train and Adapt
existing model 

with
new incoming data “Unlearn” 

irrelevant data

Decision Probability

Active Set of Images

Learning with
limited 

resources

Continuos
stream of 
incoming 

data

Prediction 

Predicting with 
learned model 

currently in 
system

Figure 4.1: In streaming face recognition with limited resources, updating the existing system with incoming

data, gradually adapting to variations and unlearning already learned samples, without compromising on

accuracy can be extremely challenging. We present a system that can incrementally adapt to incoming samples

and provide reliable posterior probability estimates.

becomes important to handle not just every incoming sample, but all the “important” samples. This problem

is further constrained in case of standalone or portable face recognition systems [100]. Problem of online

learning occurs in many consumer applications as well [71]. Updating the existing face recognition system

with incoming data, gradually adapting to variations and possibly forgetting already learned samples can be

extremely challenging. In this work, we study online learning on a fixed budget in the context of unconstrained

face recognition. We consider a specific operational scenario where system is presented one sample at a time

with a user-defined upper limit on maximum number of samples (budget size) it can retain in the memory.

We propose an incremental and online Support Vector Machine (SVM) learning system on a budget. Our

system can process one example at a time and is based on work of Cauwenberghs et al [21]. This method

maintains optimal SVM solution on all previously seen examples during training by incrementally updating
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Karush-Kuhn-Tucker (KKT) conditions. The system learns incoming data one sample at a time (Fig 4.1) until

it reaches the maximum allowable budget size. In context of SVMs, the budget size implies maximum number

of support vectors retained by the system. This set of support vectors is termed as active set. Once this size is

reached, existing samples are incrementally removed from the active set. This process is called “unlearning”.

In many face recognition applications, it is important to predict well calibrated probabilities [108], [136],

[134] along with SVM decision scores (or class predictions). The problem of probability calibration is more

pronounced for budgeted online learning, since calibration data is limited. Further, the calibration data changes

regularly when model gets updated. While one can always re-calibrate with data present in the active set at a

given time, a counter question about reliability of the calibration arises. Scheirer et al. [136] have demonstrated

that the broader problem of recognition is consistent with the assumptions of statistical Extreme Value Theory

(EVT). They show EVT provides a way to determine probabilities, regardless of the overall distribution of the

data. They have shown the extremes or tail of a score distribution produced by a recognition/classification

algorithm can always be modeled by an Extreme Value Theory (EVT) distribution. This distribution is shown

to produce a reverse Weibull distribution when the data is bounded. This observation makes EVT a natural

choice for probability calibration for budgeted online SVMs.

In the following sections, we discuss our modifications to the approach of [21] to make it suitable for

budgeted online learning. We show via extensive experiments that our method works comparable (and often

better) at really small budget sizes when compared with many off-the-shelf machine learning packages [41].

We develop EVT based calibration models for online budgeted learning for posterior probability estimation.

We compare our method with a de-facto standard in the community proposed by Platt [119]. We perform

rigorous comparison of the proposed probability calibration techniques for extreme budget sizes to assess the

reliability of estimated probabilities. Finally, we quantify our results by methods inspired from meteorology:

reliability plots [174] and Brier Score analysis [93]. Our study suggests EVT calibration is well suited for

online learning applications as it consistently yields more reliable probabilities. We test our methods on

Labeled Faces in the Wild [59] dataset and show suitability of the proposed approach for large scale face

verification/recognition. The contributions of this work can be summarized as follows:

1. A probability based budgeted incremental support vector learning and unlearning method.
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2. A novel posterior probability estimation model based on EVT.

3. Analysis of posterior probability estimation models with limited calibration data.

4. Reliability analysis of various probability estimation techniques.

4.1 Related Work

Ozawa et al. [112] use incremental principal component analysis with resource allocating network with long

term memory for constrained face recognition problem. Yan et al. [176] used incremental linear discriminant

analysis with spectral regression. Their approach is suitable for incremental model adaptation but does not

provide posterior probability estimates, as required in multiple applications.

Incremental Learning described in this work draws inspiration from work done by Cauwenberghs et al [21].

It maintains optimal SVM solution on all previously seen examples during training by incrementally updating

Karush-Kuhn-Tucker (KKT) conditions. Wang et al [170] provide a thorough analysis of various budgeted

online learning techniques in their work. In section 4.5, we compare our method with the ones mentioned in

[170].

Posterior probability estimation from SVM decision scores is a well studied problem in computer vision

and machine learning. Platt [119] proposed probability calibration for SVMs, which has also been applied

to other learning algorithms. A comprehensive analysis of probability calibration techniques can be found

in work of [108]. These methods were devised for batch supervised learning. They have been found to be

effective when the entire training set is available for calibration. Calibration with limited data is a challenging

problem as noted by Zadrozny et al [181] and [108]. Niculescu-Mizil et al [108] found that isotonic regression

based calibration is prone to over-fitting. It performs worse than Platt scaling, when data is limited ( less than

1000 samples). Majority of the online learning software packages [114], [143], [41] provide either a default

Platt Scaling for posterior probability estimation or just decision score as output.

Recent work by Scheirer et al [136] has shown the extremes or tail of a score distribution produced by

any recognition algorithm can always be modeled by an EVT distribution. These approaches were found

to be useful for attribute fusion in image retrieval applications [134], scene classification in remote sensing
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applications [147] and biometric verification systems [135]. Probability calibration for budgeted online

learning for SVMs presented in this work builds on top of the work of Scheirer et al. [136]. Reliability

diagrams [174] are frequently used for assessing reliability of probability forecasts for binary events such as

the probability of measurable precipitation in the area of weather forecasting. We introduce the tools such as

reliability diagrams and Brier Scores [93] to assess the reliability of posterior probability estimation obtained

by Platt calibration and EVT based calibration.

4.2 Incremental Support Vector Machines

Let us assume we have a set of training data D = {(xi, yi)}ki=1, where xi ∈ X ⊆ Rn is input and

yi ∈ {+1,−1} is the output class label. Support Vector Machines learn the function f(x) = wTφ(x) + b,

where φ(x) denotes a fixed feature space transformation. The dual formulation of this problem involves

estimation of αi, where α are the Lagrange multipliers associated with the constraints of the primal SVM

problem. These coefficients are obtained by minimizing a convex quadratic objective function under the

constraints

min
0≤αi≤C

: W =
1

2

∑
i,j

αiQijαj −
∑
i

αi +
∑
i

yiαi (4.1)

where b is the bias (offset), Qij is the symmetric positive definite kernel matrix Qij = yiyjK(xi, xj)

and C is the nonnegative user-specified slack parameter that balances model complexity and loss of training

data. The first order conditions on W reduce to the KKT conditions, from which following relationships are

obtained:

yif(xi) > 1⇒ αi = 0 (4.2)

yif(xi) = 1⇒ αi ∈ [0, C] (4.3)

yif(xi) < 1⇒ αi = C (4.4)

and
∑k
i=1 yiαi = 0. These conditions partition the training data into three discrete sets: margin support

vectors (αi ∈ [0, C] ), error support vectors (αi = C) and ignored vectors. Decision score for test sample xt is
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obtained using f(x) = wTφ(x) + b where

w =

l∑
i=1

yiαiφ(xi) (4.5)

and l is total number of support vectors (consisting of margin support vectors and error support vectors). This

is the traditional batch learning problem for SVM [164].

The incremental extension for SVM was suggested by Cauwenberghs et al. [21]. In this method, the KKT

conditions are preserved after each training iteration. For incremental training, when a new training sample

(xc, yc) is presented to the system, the Lagrangian coefficients (αc) corresponding to this sample and positive

definite matrix Qij from the SVM currently in the memory undergo a small change ∆ to ensure maintenance

of optimal KKT condition (details of these increments can be found in [83], [21]).

4.3 SVM for Streaming Face Recognition

In this section, we describe how we extend the incremental SVM for streaming face recognition application.

Throughout the course of this work, we consider the case of binary classification. As noted earlier, operational

face recognition systems have to learn from a continuous stream of data. The incoming data is processed

continuously till the user prescribed budget size B (i.e. Active Set) is reached. At every stage, the classifier

is updated by methodology described in section 4.2. Once the prescribed budget size is reached (e.g. if the

system runs out of memory), the process of “unlearning” starts. Two system design questions at this stage are:

(i) How to select a sample from current active set to unlearn? (ii) How to update existing SVM solution?

The process of unlearning starts with determining a particular sample to unlearn. In the past, machine

learning researchers have considered methods like randomly removing support vector [22], removing the

oldest support vector [36] or removing support vector that yields smallest prediction error using leave one

out error methodology [21]. Removing oldest sample from memory have found to be useful for applications

that exploit temporal coherence [4] (eg. tracking). A related study in this area [170] analyzed multiple budget

maintenance strategies. They concluded that removing random SV (support vector) or removing oldest SV

from the current active set yields poor performance. They suggested removing support vector with smallest

norm with respect to current SVM solution (a comparison with this method is shown in Fig 4.4). We consider

an alternative budget maintenance strategy for our work.
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When the prescribed limit is reached, the training samples currently in the active set are used to calibrate

probabilities based on Platt scaling [119]. For two class classification, a probability of 0.5 determines random

chance (before threshold estimation process). The most extreme probability is obtained by the equation

max(abs | 0.5 − p(f(xi)) |li=1), where l is the total number of samples in active set, p() is calibrated

probability and f() is the current SVM solution in memory. The corresponding sample is determined by

the system as the sample to unlearn. Once the training sample to unlearn is determined, it is incrementally

unlearned from the existing model. This process is combined as part of the entire update process, thus at each

update stage probabilities are calibrated using the training data currently in the active set. There are a number

of reasons for using calibrated probabilities to determine sample to unlearn. If samples closest to decision

boundary are removed, system becomes less robust at handling noisy data. Sigmoid nature of Platt scaling

helps avoid these issues [11]. As we compute absolute distance from the mean, even in case of imbalanced

data, the sample that is most probable to be included in a particular class is removed. This process helps the

system to focus on samples around the decision boundary: an area considered to be most informative for

discriminative learning methods [164]

To answer the second question (how to update existing SVM solution), we make a key observation in the

method of [21]. Cauwenberghs et al. [21] note that update process is reversible: thus when a sample is to

be removed from the system, the Lagrangian corresponding to the training sample is assigned to zero. The

matrix Qij is decremented to maintain KKT condition. After every incremental/decremental stage, these

optimality conditions (i.e. αi, Qij) are saved as the part of the learned model. Although this process adds a

small overhead on disk space it guarantees an optimal solution on previously seen data.

In sec 4.5 we compare the proposed SVM based unlearning method with budgeted stochastic gradient

descent method proposed by Wang et al. [170]. The method maintains a fixed number of support vectors in the

model and incrementally updates them during stochastic gradient descent (SGD) training. Budget maintenance

is achieved by removal of support vector with smallest norm. The goal is to minimize degradation of weight

vector ∆i after removal of support vector (here ∆i is the degradation obtained by removing ith support vector

from the system ).
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Figure 4.2: Platt posterior probability estimation [119] method uses all the available training data for calibrating

the model. EVT based posterior probability estimation [136] uses the tail of the data near decision boundary

for calibration. In streaming face recognition applications when limited data is available for calibration, EVT

based methods yield robust posterior probability estimations

4.4 Probability calibration for Streaming Face Recognition

4.4.1 Sigmoid Based Calibration

Many computer vision applications require prediction of posterior class probability p(y = 1|x) [69], [134].

Probability calibration method suggested by Platt [119] is the most commonly adopted method for many

machine learning tasks. The method proposes approximating the posterior by a sigmoid function. The

parameters for calibration are estimated using the entire training set. Maximum likelihood estimation is used

to solve for the parameters A and B. When a test sample xi is to be tested with respect to a learned model
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f(x), the posterior probability is given by

p(y = 1|x) =
1

1 + exp(Af(x) +B)
(4.6)

In our experiments, we use a version of Platt’s method modified by [91] to avoid issues related to numerical

difficulties.

4.4.2 EVT based Calibration

For streaming face recognition the data available in the active set is constantly changing as the system learns

from new incoming samples and unlearns existing samples (see Sec 4.3). This implies data available for

calibration purpose for posterior probability estimation changes when the model undergoes an update process.

Niculescu-Mizil et al. [108] carried out extensive experiments with various learning methods and calibration

methods. They noted that posterior probability estimation was more reliable for methods like Platt [119] and

isotonic regression when large number of training samples were available for calibration. For streaming face

recognition applications, when data is scarce for smaller budget sizes, how does one obtain reliable posterior

probability estimation ?

In this work, we build on top of a probability calibration model based on Extreme Value Theory for

SVMs first proposed by [136], [134]. They noted that the general recognition problem itself is consistent with

the assumptions of statistical extreme value theory (EVT), which provides a way to determine probabilities,

regardless of the overall distribution of the data. The extremes or tail of a score distribution produced by any

recognition algorithm can always be modeled by an EVT distribution, which is a reverse Weibull if the data

are bounded. Fig 4.2 shows the difference between Platt calibration and EVT based calibration. The figure

illustrates a toy scenario for a batch learning application. For batch learning, when all the data is available

for calibration, Platt calibration methods uses entire data for building posterior probability estimation model.

For EVT based calibration, only the tail of the data is used for building estimation model. We use this key

observation to build a posterior probability estimation model based on EVT for streaming face recognition.

Given a SVM decision function f(xi), and a test sample xi, we have two independent estimates for

posterior probability estimation P (c | f(xi)) , where c is the class under consideration. The first Pη is based

on Weibull cumulative distribution function (CDF) derived from positive class (matchM) data. The second,
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Pψ , is based on reverse Weibull CDF from negative (non-match N ) estimate, which is equivalent to rejecting

the Weibull fitting on 1-vs-all negative (non-match) data. We consider the case of Pη(c | f(xi)) for our

experiments. The Weibull distribution has 3 parameters: scale λc, shape κc and location τc and is given by:

Wc(z) =
τc
λc

(
z − τc
λc

)κc−1e(
z−τc
λc

)κc (4.7)

with z > τc, λc > 0 and κc > 0. For this work we use LibMR provided by [136], which uses maximum

likelihood estimate to estimate the Weibull parameters. To estimate the probability at any point xi belonging

to a class c, we use CDF derived fromM, given below:

Pη(c | f(xi)) = 1− e−(
−f(xi)−τη

λη
)κη (4.8)

It is interesting to note that Platt’s [119] original observation The class-conditional densities between the

margins are exponential, is roughly consistent with the Weibull-based CDFs in eqn 4.7 . The difference is that

the Weibull CDF, while generally exponential, 1) has more parameters, 2) will have different parameter fits for

the positive and negative classes using only positive or negative data respectively. In addition, EVT allows us

to use a very different fitting process using only the extrema, which is more suitable when calibrating with

limited data. Eqn 4.8 models the likelihood of the sample xi being from match distribution (M).

The overall approach can be summarized as follows:

1. Step 1: Incrementally learning all incoming samples till predefined budget size B is reached

2. Step 2: Once budget size B is reached

(a) Calibrate data currently in buffer Platt probabilities. Get sample with probability farthest from

random chance (max||0.5− p(xi)|| ).

(b) Incrementally unlearn sample with max difference from 0.5 from system

3. Step 3: Incrementally learn incoming training sample. Go to step 2.

4. Step 4: Calibrate probabilities with samples currently in the system. Obtain calibration parameters (3

parameters z > τc, λc > 0 and κc > 0 for EVT calibration and 2 parameters A, B for Platt calibration)

5. At any stage, perform prediction with model currently in the system. Obtain probabilities based on

calibration parameters wrt model currently in the system.
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4.5 Experiments

Figure 4.3: The figure shows examples of images from Labeled Faces in the Wild [59] dataset. The images

considered in this dataset are taken in unconstrained settings with no control on pose, illumination, gender or

context. The dataset contains images of about 5749 individuals with a total of 13233 images.

Dataset: In this section, we discuss our experiments on the problem of face verification in the wild. In

face verification, given two face images, goal is to predict whether the images are from the same person. For

evaluation, we used Labeled Faces in the Wild (LFW) [59] dataset which contains 13233 images of 5749

individuals, developed for face verification. View 1 of LFW is used for building models, feature selection and

finding optimal operating parameters. View 2 consists of 6000 pairs of face images on which performance

is to be reported. The 6000 image pairs are divided into 10 sets to allow 10-fold cross-validation. Overall

classification performance is reported on “View 2” of the dataset. Fig 4.3 shows examples of images from

LFW dataset.

Features: We use classifier scores obtained from attribute classification method described in [77]. Kumar

et al. [77] compute visual describable visual attributes for face verification problem. Describable visual

attributes are labels given assigned to an image to describe any aspect of its appearance (e.g. gender, hair

color, ethnicity: Asian, ethnicity: European etc.). Kumar et al, compute attributes from each pair of images in

LFW dataset. Image-pairs can be effectively verified based on presence/absence confidence on variety of these

attributes. The total number of features per image used were 146.

Protocol: We follow the protocol as proposed for LFW dataset with minor modification. Training samples

are incrementally added to the system, one sample at a time. A budget size is specified for each iteration. Once

the prescribed budget size is reached, samples are incrementally unlearned from the system by the method

described in Sec 4.3. For e.g. in a typical run, the system learns with 5400 training samples incrementally. At
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Figure 4.4: Performance of a leading budgeted stochastic gradient descent method with removal strategy for

budget maintenance compared with incremental learning method proposed in this work on LFW face dataset.

For each method, average and standard over 10 splits of LFW is shown. Performance obtained with LIBSVM

[23] in batch mode is shown. See Sec 4.5

the end of the learning process, the data present in the active set is saved for probability calibration. Calibration

for unlearning is done with data in the system at any given point of time. Test performance is predicted on 600

pairs, as proposed in LFW protocol. At no time instant, the system is allowed to exceed the prescribed budget

size B.

We conducted a number of experiments to assess the performance of the proposed system. Fig 4.4

shows comparison of performance of incremental learning/unlearning algorithm proposed and a leading

off-the-shelf technique for budgeted online learning [41]. In their previous work, Wang et al. [170] found

budgeted stochastic gradient descent (BSGD-remove) algorithm with removal strategy (sample to be removed

based on smallest norm with respect to current SVM solution) to be a leading method. The performance

of BSGD-remove and the proposed algorithm improves as the size of budget is increased. For very small

budget sizes, proposed incremental learning/unlearning method performs worse than BSGD-remove. The

performance saturates around budget size 1200 for incremental learning and 1800 for BSGD. For reference,

the performance obtained with batch learning (1950 support vectors) with LIBSVM [114] is plotted. The

performance of both the methods is significantly worse when budget size is less than the number of feature
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dimensions used for training. Thus, the proposed methods perform better at most budget sizes compared to

a BSGD-remove. Henceforth, in our probability calibration experiments, we show the performance on data

obtained from incremental learning/unlearning method presented in this work.

Probability Calibration: In earlier section 4.4, we discussed posterior probability estimation methods for

streaming face recognition problem. We first discuss a methodology to evaluate calibration methods followed

by our experiments. Reliability diagrams are frequently used in meteorology to assess the probability forecasts

for binary events such as probability of measurable precipitation. On X-axis of reliability diagram, mean

predicted value is plotted and on Y-axis fraction of positives is plotted. This chart effectively tells the user

how often (as a percentage) of predicted probability actual event occurs. Thus, the diagonal line joining [0, 0]

and [1, 1] represents ideally calibrated system [174] [56]. Discrete Brier skill score (BSSD) measures the

accuracy of probabilistic predictions. This measure is often used in weather forecasting to assess performance

of a system plotted on a reliability diagram. The general formulation of the score is

BSSD =
1

N

N∑
t=1

(ft − ot)2 (4.9)

where ft is the predicted probability and ot is the actual outcome (binary) and N is total number of events.

The score ranges from [0, 1] with 0 representing ideally calibrated system and 1 representing worst possible

calibration. Fig 4.5 shows BSSD plotted for different budget sizes for different calibration methods. For a

fixed budget size, model was learned incrementally with all the 5400 training samples for each LFW split.

The data in the active set at the end of the complete run is used to calibrate model (i.e. in case of Platt, this

data is used to estimate A and B params as described in sec 4.4.1 and estimating the Weibull CDF parameters

scale λc, shape κc and location τc in Sec 4.4.2). Once the models for both methods are calibrated, posterior

probability is estimated for each example in the test set. This process is repeated for each test set and each

budget size. The figure 4.5 represents average and standard error over all the splits for these runs.

When data available is limited for calibration, EVT-based calibration gives more reliable posterior proba-

bility estimates compared to Platt’s method. When more data is available, the performance of both the method

converges. EVT calibration focusses only on tails of distribution. As budget size increases the amount of

calibration data needed by Platt calibration reaches closer to entire training set. In case of EVT, only tails of

distribution are required (irrespective of whether all or only part of the data is available for calibration). These
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Iteration Type Calibration Method BSSD

All Training Data Platt 0.1024

All Training Data EVT 0.1385

Support Vectors Platt 0.1345

Support Vectors EVT 0.1057

Budget 600 Platt 0.1285

Budget 600 EVT 0.1080

Budget 400 Platt 0.4939

Budget 400 EVT 0.1769

trends are reflected more clearly in reliability diagram shown in Fig 4.6. When all training data is available for

calibration, both Platt and EVT calibration oscillates around ideal calibration line, suggesting well calibrated

models. When the models are calibrated using only support vectors (this was obtained when budget size was

equal to total training samples and using only support vectors for calibration), the calibration process, appears

to oscillate further from the ideal calibration line. For smaller budget size, this phenomenon is amplified.

In the following table, BSSDs for the examples plotted in 4.6 are given for reference.

4.6 Discussion

In this work , we presented a method suitable for streaming face recognition problem. We build on existing

work on incremental learning and adapt it to incrementally unlearn training samples. Our system can operate

on user-specified budget and still yield comparable (and often better) performance to existing off-the-shelf

budgeted online learning methods. We proposed a novel posterior probability estimation method based on

statistical extreme value theory for streaming face recognition problem. We carry out thorough analysis of

the proposed method with respect to state-of-the-art estimation technique and show our method provides

more reliable estimates for lower budget sizes. Finally we demonstrate our results on a unconstrained face

verification problem and show the suitability of the proposed method to handle long streams of data.

Although there many advantages to the proposed incremental unlearning and EVT based calibration
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method, there are some limitations. The incremental learning algorithm of [21] scales with Budget size

O(B2). Hence, for really large budget sizes, other alternative learning approaches might be practical. The

space requirement of the algorithm is primarily due to saving the state of the optimality (KKT) conditions.

Approaches such as Pegasos [146] save only SVM decision boundary, however compromise significantly on

accuracy [170]. The proposed calibration techniques should be useful for online learning, irrespective of the

choice underlying budget SVM learning algorithm.

We considered a particular approach for unlearning of training sample (described in 4.3). For streaming

face recognition, when the system gains input from multiple cameras [55], a fast filtering mechanism could be

devised based on correlation or Nearest Neighbour approach. This could ensure fast processing of incoming

data, without explicitly adding all the training samples to the learned model to adapt. A combination of

proposed calibration technique with methods in consumer face recognition offer an extremely interesting

future direction [71]



74

0 200 400 600 800 1000 1200
Budget  (Active Set Size) 

0.0

0.2

0.4

0.6

0.8

1.0

B
ri

e
r 

S
co

re
 

Platt
EVT Calibration

Probability Calibration with Limited Data on LFW Dataset

Figure 4.5: Brier Score Analysis for varying budget sizes. When limited data is available for calibration EVT

based calibration gives more reliable posterior probability estimates compared to Platt’s method. When more

data is available, the performance of both the method converges. (The discrete Brier Skill Score ranges from

[0, 1] with 0 representing ideally calibrated system and 1 representing worst possible calibration.)
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Figure 4.6: As the amount of calibration data reduces, the reliability of calibration for both Platt and EVT

decrease but the EVT degrades most slowly, e.g. consider the green solid (platt) vs green dashedEVT). The

EVT is much closer to the diagonal, which is ideal reliability. EVT calibration provides robust posterior

estimations when limited data is available for calibration. See BSSDs for methods mentioned above in table



Chapter 5

Incremental Model Adaptation for Face

Recognition in the Wild

5.1 Introduction

Traditionally, the problem of face recognition is considered to be stationary one and has been extensively

studied in the domain of batch learning. A face recognition system is usually developed in two phases:

training/development phase and testing/evaluation phase. In training phase, domain specific dataset is collected,

algorithms are tuned to this training data and evaluated on a hold out set. The system is then deployed for its

application (identification/verification). The performance of face recognition system is good if the system

designers are able to model the operational conditions well. A general assumption behind this mode of design

is that the domain of the problem is stationary i.e. the distribution from which the training and testing data is

drawn is fixed, but unknown. However, these assumptions often do not hold true in many real-world application.

In a surveillance application, one might want to add new identities in the system based on detection of an event.

A system vendor might want to develop a general face recognition system and then adapt it to its operational

environment: e.g. different backgrounds. In yet another application, system resources might be limited and

one would want to continously add and remove enrolled identities without taking the entire system down. A

face recognition system designed to operate in the “wild” needs to have the ability to continuously adapt to

76
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changing environments. As hardware (e.g. surveillance cameras) become cheaper, it is easier to capture more

application specific data on the fly than to replicate every operational environment.

A preferred way to learn from continuos influx of data is with incremental learning. Incremental learning

is the process of learning one (or multiple) sample at a time and adapting the learned model. An incremental

learning method should have some essential components: it should perform comparably with its batch learning

counterpart, it should quick and easy to add training samples to already learned models and it should be able

to learn from long streams of data [125]. A more challenging scenario for incremental model adaptation

is learning in semi-supervised setting from limited labelled data [131] when such data is drawn from a

non-stationary distribution.

The two major paradigms to handle classification problems are generative methods and discriminative

methods. Generative models are built to explain how samples have been generated and specifies a joint

probability distribution over observations and label sequences [116]. Popular among these methods are

Gaussian mixture models, Latent Dirichlet Allocation, Hidden Markov Models etc. Generative models explain

the data in a way that the model parameters link hidden variables to observations so as to fit the probability

density of the observed data [12]. Discriminative methods focus the boundaries between categories rather than

the entire density function over data. In recent years, discriminative methods such as Support Vector Machines,

Linear Discriminant Analysis, Logistics Regression have gained significant attention [12]. Researchers in

face recognition have used both these paradigms with considerable success for developing large scale face

recognition systems.

Developing incremental learning framework is difficult for both generative and discriminative methods.

For generative methods like GMMs the challenge lies in selection of model complexity. Arandjelovic et. al. [4]

noted that when learning one sample at a time, the incoming sample never carries enough information to cause

an increase in number of Gaussian components. In case of discriminative learning methods like incremental

SVMs, while a single observation near the boundary might be enough to shift the hyperplane significantly it

also adds additional overhead of storing optimality conditions of the existing model [21] [156]. If one tries to

circumvent the storage requirement and move towards approximate solutions [146], the performance of the

system is significantly affected. In many online discriminative methods, optimization is carried out in primal
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domain instead of the dual like their batch learning counterparts. In primal domain, the optimization depends

on number of feature dimensions. For face recognition applications where feature dimensions are often large

and number of training samples per client is often limited. Thus, from a face recognition system designer’s

perspective it is imperative to ask the question: which incremental learning methodology is most suited for

face recognition applications in the wild?

Moving forward, it is important to note the difference between online and incremental learning frameworks

[57]. In online setting, data is available for learning either sequentially or in bursts. This is different than offline

setting where entire data is available for the training algorithm. A training algorithm can learn incrementally or

in batch setting. An incremental algorithm can learn one sample at a time, as opposed to batch learning. Thus,

an incremental algorithm can work in both online and offline settings. In this work, we consider incremental

algorithms with online settings: a difficult but an important problem to make large scale face recognition in

wild practical.

In this work we present a comparison of incremental learning methods suited for face recognition in

nonstationary and evolving environments. We consider a generative method of Gaussian Mixture Models and

a discriminative method of Support Vector Machine for our comparison. We first present a protocol suited for

incremental learning in the wild for face recognition. We present a comparison between incremental SVMs

and incremental GMMs. We present a semi-supervised approach to add unlabelled data in previously learned

models in incremental learning framework. Finally, we present performance analysis of the proposed learning

methods and their suitability for face recognition in the wild.

The contributions of the work can be summarized as follows:

1. Detailed comparison of GMMs and SVMs in the context of incremental face recognition.

2. Incremental model adaptation in the presence of limited labelled data and unlabeled data.

3. A novel protocol for incremental model adaptation with unlabeled data.

4. Performance analysis on three unconstrained face recognition in the wild datasets.
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5.2 Related Work

5.2.0.1 Discriminative vs Generative Classifiers Literature

Ng et. al. [106] carried out one of the first studies comparing generative and discriminative classifiers. They

compared naive Bayes and logistic regression methods empirically and theoretically and noted that while

discriminative learning has a lower asymptotic errors, a generative classifier approaches its asymptotic error

at much faster rate. More recently Bishop et. al. [13] proposed a hybrid approach based on discriminative

training of generative classifiers. A more thorough treatment on hybrid of generative discriminative methods

can be found in the work of Lassere et. al. [84]. Although researchers have compared properties of generative

and discriminative classifiers, a thorough comparison in incremental settings, especially for the problem of

face recognition has been overlooked.

5.2.0.2 Incremental Learning for Face Recognition

In recent years number of approaches for incremental learning have been explored. Deniz et. al. [39] developed

a method based on incremental refinement of decision boundaries by actively using input from an expert

user. Yan et. al. [176] developed a method based on incremental Linear Discriminant Analysis in spectral

regression framework for face recognition. Arandjelovic et. al. [4] studied the problem of face detection by

incrementally learning GMMs with temporal coherency. They noted that the task of updating GMM was

surprisingly difficult. In their work, they were able to exploit temporal coherency, a commonplace in tracking

and detection application. For recognition application, coherency becomes less relevant and extreme variations

are often important to model for superior recognition performance [136]. Verification applications involve

constructing of a universal background model (UBM), along with a density estimation process (GMM). While

Kristan et. al. [74] has some interesting properties from the perspective of one-dimensional data, it is unclear

how these methods can be directly applied to verification applications. Kim et. al. [73] present incremental

linear discriminant analysis for face recognition with some of the leading constrained face recognition datasets

such as BANCA [5]. Their method is based on incremental updates of total scatter matrix, between class scatter

matrix and projected data matrix. However, the problem of incremental face recognition in unconstrained

environment is still an open problem, especially under unsupervised settings. In medical imaging, Carneiro
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et. al. [20] devised incremental online semi-supervised learning for segmenting left ventricle of heart from

ultrasound data. While overall learning theme is similar to the methodology adopted in this work, their

application environment is orthogonal to this work.

5.2.0.3 Incremental Client Model Adaptation

: GMMs for face verification draw inspiration from the area of speaker verification [168]. The problem of

incremental model adaptation in speaker verification is often referred to as progressive speaker adaptation

[179]. In this work, we build on some protocols used in progressive speaker adaptation for unsupervised model

adaptation for face recognition.

5.3 Incremental Model Adaptation

5.3.1 Support Vector Machines

The primary intuition behind SVM classification is to map the data into a high dimensional space and find a

max-margin separating hyperplane for efficient classification. We assume that we are given a set of training

vectors xi ∈ Rn, i = 1, ..m in two classes, and a vector of labels y such that yi ∈ {1,−1}.

max
w,b,ξ

P(w, b, ξ) =
1

2
w2 + C

m∑
i=1

ξi (5.1)

subject to
{
yi(w

ᵀφ(xi) + b) ≥ 1− ξi,∀i ξi ≥ 0,∀i (5.2)

where training data is mapped to a higher dimensional space by the kernel function φ(.), and C is a penalty

parameter on the training error (trade-off between accuracy and model complexity), ξi are the slack variables

used when training instances are not linearly separable and b is the classifier bias. In the formulation of SVM in

equation 6.1, the term w defines the orientation of hyperplane with respect to origin of the feature space (Rn)

and the bias term b defines the distance of the hyperplane from the origin[18]. This is a quadratic programming

problem and can be solved efficiently for linear and non-linear kernels
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5.3.2 Incremental Support Vector Machine

Let us assume we have a set of training data D = {(xi, yi)}ki=1, where xi ∈ X ⊆ Rn is input and

yi ∈ {+1,−1} is the output class label. Support Vector Machines learn the function f(x) = wTφ(x) + b,

where φ(x) denotes a fixed feature space transformation. The dual formulation of this problem involves

estimation of αi, where α are the Lagrange multipliers associated with the constraints of the primal SVM

problem. These coefficients are obtained by minimizing a convex quadratic objective function under the

constraints

min
0≤αi≤C

: W =
1

2

∑
i,j

αiQijαj −
∑
i

αi +
∑
i

yiαi (5.3)

where b is the bias (offset), Qij is the symmetric positive definite kernel matrix Qij = yiyjK(xi, xj)

and C is the nonnegative user-specified slack parameter that balances model complexity and loss of training

data. The first order conditions on W reduce to the KKT conditions, from which following relationships are

obtained:

yif(xi) > 1⇒ αi = 0

yif(xi) = 1⇒ αi ∈ [0, C]

yif(xi) < 1⇒ αi = C

(5.4)

and
∑k
i=1 yiαi = 0. These conditions partition the training data into three discrete sets: margin support

vectors (αi ∈ [0, C] ), error support vectors (αi = C) and ignored vectors. Decision score for test sample xt is

obtained using f(x) = wTφ(x) + b where

w =

l∑
i=1

yiαiφ(xi) (5.5)

where l is total number of support vectors (consisting of margin support vectors and error support vectors).

This is the traditional batch learning problem for SVM [164].

The incremental extension for SVM suggested by [21]. In this method, the KKT conditions are preserved

after each training iteration. For incremental training, when a new training sample (xc, yc) is presented to the

system, the Lagrangian coefficients (αc) corresponding to this sample and positive definite matrix Qij from
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the SVM currently in the memory undergo a small change ∆ to ensure maintenance of optimal KKT condition

(details of these increments can be found in [83], [21]).

5.3.3 Incremental Gaussian Mixture Models

5.3.3.1 Gaussian Mixture Models

A GMM is a generative model that consists of K multivariate Gaussian components [123]. Each component k

is defined by a mean vector µk, a co-variance matrix
∑
k , which can be assumed to be diagonal and a weight

vector wk. A GMM is described by a set of parameters Θ = {wk, µk
∑
k}k=1..K . Given the parameters Θ,

the likelihood of feature vectors O is

P (O|Θ) =
∏
b

∑
k

wkN [o−b|µk, wk] (5.6)

where N is multivariate gaussian with mean µk and covariance matrix
∑
k. A GMMM(c)is created for

each client identity c with the help of a Universal Background Model (UBM). The UBM is used as a prior and

is adapted for each enrolled client c. UBM (M(ubm)) is a gaussian mixture model, which is trained on feature

vectors extracted from the world model set by using an iterative expectation-maximization (EM) algorithm

[37]. The client modelM(c) is adapted fromM(ubm) towards the enrollment features using maximum a

posteriori (MAP) estimate [51]. This process facilitates generation of client models from limited number of

enrollment images, as often the case in face recognition.

Once the model is trained, a probe imageO can be authenticated against a client modelM(c) by calculating

a log likelihood ratio (LLR) as follows:

SGMM (O|M(c)) = log

(
B∏
b=1

P (o|m(o))

P (o|m(ubm))

)
(5.7)

By applying a threshold value τ (usually obtained from development set), the LLR (or score) can then be

used in a decision rule where O is said to match to client modelM(c) if and only if SGMM (O|M(c)) ≥ τ
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5.3.3.2 Incremental GMM Adaptation

As seen in section 5.2, the problem of incremental model adaptation for face recognition in Gaussian Mixture

Models framework has been overlooked in the past. While there exist works from tracking domain and

incremental updates for one-dimensional data, it is unclear how these methods can be applied to problem

of face verification. The problem is especially challenging in the presence of limited or unlabeled data. In

this section, we present multiple strategies for performing incremental model updates with GMMs for face

verification. As discussed earlier, client specific model is denoted byM(c). Session specific client model is

denoted asM(c)
i |i=0..n, where i denotes the number of times adaptation process takes place. In the initial state

(with no client specific training data), the model is denoted asM(c)
0 . After first adaptation process (i.e. when

the system receives first set of training images for a given client), the model is denoted asM(c)
1 and so on. At

any given time, prediction is carried out withM(c)
k where k is the current state of model in system.

Adapt UBM and replace: Everytime when training samples are available, the UBMM(ubm) is adapted

using MAP estimate to create session specific client modelM(c)
k . The client model that existed in the memory

previouslyM(c)
k−1, is destroyed. The prediction phase is carried out using the new client modelM(c)

k . For a

given probe image O LLR is computed as follows:

SGMM (O|M(c)
k ) = log

(
B∏
b=1

P (o|m(o)
k )

P (o|m(ubm))

)
(5.8)

Adapt UBM and combine scores: When system is presented with incremental client specific training

samples, the UBM M(ubm) is adapted in similar manner as with replace strategy. However, instead of

replacing the existing client model M(c)
k−1, the new client model is stored in the memory. At any time

instant after the adaptation process is completed, all the previous client model are stored in the system

M(c)
K = {M(c)

1 ,M(c)
2 , ...,M(c)

k−1,M
(c)
k } (note M(c)

0 indicates initial state of the client model with no

training data). Let score computed by eqn 5.8 with respect to each adapted client modelM(c)
k be Sk. During

prediction phase after K increments, for a probe image LLR is computed as follows:

SGMM (O|M(c)
K ) =

1

k

K∑
k=1

Sk (5.9)
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Figure 5.1: Parts Based DCT Feature extraction:After preprocessing, the input image is divided into multiple

blocks. From each block DCT features are extracted

5.4 Experiments

5.4.1 Features

5.4.1.1 Parts Based Features

In this section we discuss the preprocessing and feature extraction applied for discriminative and generative

learning methods. To minimize the effect of variation in illumination across different image capture conditions,

we apply multi-stage preprocessing algorithm of Tan et. al [161]. The algorithm applies gamma correction

followed by difference in gaussian filtering and finally applies contrast equalization. We use the default

parameters as reported in [161].

Following the preprocessing step, parts-based features [130] are extracted by decomposing preprocessed

images into B overlapping blocks. For each block, the pixel intensity is normalized to zero mean and

unit variance. A 2D discrete cosine transform (DCT) is applied to each block, before extracting the F

lowest-frequency DCT coefficients that form the descriptor of a given block. For a given image the resulting

block-based feature vectors are normalized to zero mean and unit variance in each dimension [3]. Each

preprocessed image is finally described by a set of B features vectors. Fig 5.1 shows computation of parts-

based features from image to set of blocks and extracting DCT features from each block. For SVMs we

vectorize all the DCT components into a single feature vector.

In case of MOBIO dataset, we use 45 DCT coefficients with total block overlap of 11 pixels and block

size being a total of 12. These block features (as shown in Fig 5.1) are used for GMM training. The blocks
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are vectorized into a single feature vector for SVM training. The total size of the feature vector amounts to a

total of 160908. Thus, SVM is trained in a feature space with 160908 dimensions. It might be possible that an

alternate DCT feature representation might be better suited for SVM training. However, in this work we use

same feature set for both GMM and SVM training for fair comparison between the two learning paradigms.

5.4.2 Evaluation

A biometric verification system can make two types of mistakes: when either real access is rejected (false

rejection) or an impostor is falsely accepted by the system. These mistakes are quantified with the help of false

rejection rate (FRR) and false acceptance rate (FAR). These performance numbers can be combined by using

half total error rate defined as

HTER(τ,D) =
FRR(τ,D) + FAR(τ,D)

2
(5.10)

where D denotes the dataset used. It is important to note that both FRR and FAR are dependent on the

operational threshold τ and hence are strongly related to each other: increasing FAR will reduce FRR and

vice-versa.

We consider a protocol that splits the data in three sets: a training set, a development set and an evaluation

set. Scores and FAR/FRR are computed for both the development and the evaluation set independently. Then,

a threshold τ∗ is obtained based on the intersection point of FAR and FRR curves of the development set. This

threshold is used to compute the equal error rate (EER) on the development set and the half total error rate

(HTER) on the evaluation set as follows:

EER =
FARdev(τ

∗) + FRRdev(τ
∗)

2
(5.11)

HTER =
FAReval(τ

∗) + FRReval(τ
∗)

2
(5.12)
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Figure 5.2: Example images from various datasets used in this work. The top row contains images from

MOBIO [3] dataset and the bottom row contains images from Youtube faces [175] dataset. All three datasets

are unconstrained face datasets obtained in the wild

5.4.3 Datasets

5.4.3.1 MOBIO Face Dataset

The mobile biometry (MOBIO) database [3] consists of video data of 152 people taken with mobile devices

like mobile phones or a laptop. In this work, we consider data collected from mobile phones only. The

dataset contains two separate gender specific splits consisting of male and female. For each client 12 different

sessions were recorded. The MOBIO protocol is supplied with the database1 and defines three non-overlapping

partitions: world (training), development and testing. The development and testing partitions are defined in a

gender dependent manner, such that subjects models are only probed by images from subjects of the same

gender. The dataset is challenging since it offers significant variations in facial expressions, pose, illumination

conditions and occlusion. The dataset is divided into three sets: training set, development set and evaluation

set. A subset (full training data consists of 9579 images) of training set of 1224 images from 34 subjects (36

images each) was used for UBM training. The development set consists of 24 clients for male split and 18

1http://www.idiap.ch/dataset/mobio
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clients for female split. The evaluation set consists of 38 clients for male split and 20 clients for female split.

In each session, 5 images per client are available for enrolling client models.

5.4.3.2 Youtube Face Dataset

YouTube face dataset (YTF) [175] is one of the largest unconstrained video based face dataset available. The

dataset contains videos from a total of 1595 individuals with 3425 videos in total. For each individual anywhere

from 1-6 videos are provided with the dataset2. The shortest video clip is of 48 frames and longest clip contains

6070 frames, with each video containing an average of 181.3 frames. The authors also provide meta-data such

as bounding box co-ordinates for detected faces. The bounding box around the face is expanded by 2.2 of its

original size and cropped from the frame. This is further resized to standard dimensions of 200x200 pixels.

Finally the image is cropped again leaving an image centered on the face of size 100x100 pixels.

5.4.3.3 UnConstrained College Student Face Dataset

UnConstrained College Student (UCCS) face dataset3 [131] is a large scale dataset captured designed for

openset face recognition at a distance. The release 1 of the dataset (which we consider in this work) consists of

6,337 images from 308 individuals. The camera is placed inside an office room and is focused on the outdoor

sidewalk at 100m distance from the office room, resulting in 18 Megapixels scene images. Images are captured

at an interval of 100msec, resulting in around 10 pictures of a person at different focal points, with multiple

views and expressions at each particular interval. As it is collected on a college campus, the chances of the

same person appearing in front of the camera the next day at the same interval is high. For example, a student

taking Monday-Wednesday classes at 12:30 PM will show up in the camera on almost every Monday and

Wednesday during that time interval. This results in multiple sequences of an individual on multiple days.

The images contain various weather conditions such as sunny versus snowy days. They also contain various

occlusions such as sunglasses, winter caps, fur jackets, etc., and occlusion due to tree branches, poles, etc.

2http://www.cs.tau.ac.il/ wolf/ytfaces/
3http://vast.uccs.edu/uccsfaces
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Figure 5.3: Model Complexity as a function of sessions. As data is added, model complexity for SVMs

increase, while that for GMM remains constant. The above plot shows data obtained on MOBIO dataset

(male-split). Performance numbers are shown for SVMs with linear kernel and RBF Kernels

5.4.4 Experiments on MOBIO Dataset

For our experiments we use the mobile split of MOBIO dataset i.e. data obtained from mobile phones. The

data is divied into 12 sessions. For each session a set of training images are available with which client models

are created. In case of GMMs, client images for each session are used to adapt client specific GMM from a

common UBM (discussed later). For SVMs, the client images form the positive class (as in a standard 1-vs-all

binary classification problem). Per session, 5 images per client are available for model creation. At session 12,

the system is exposed to a total of 55 images (note in MOBIO dataset enrollement starts from session 2). This

setting is similar for both development and evaluation split of the dataset and for all the clients. The same

process is carried out for female split of MOBIO (only difference being the number of identities). A common

world model consisting of 1224 images is used for both GMM and SVM. In case of GMMs, world model is

used to train UBM. For SVMs, this set is used as a common negative set.

The experiments are conducted in two modes: Batch mode and incremental mode. In batch mode, all

training samples are provided at same time, with no possibility for adaptation. We use batch mode SVM and

batch mode GMM as baseline. In batch mode for each session a client model is trained with images from
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Figure 5.4: Performance on MOBIO dataset (male split) as a function of sessions. Data is added in each

session to the learned models. The models are updated with incremental SVMs and GMMs.

current session and all the previous sessions. Thus for any given client for session 2, 5 images are used to

enroll For session 3 images from both session 2 and session 3 are used for enrollment. In incremental mode,

enrollment procedure for session 2 is similar. For session 3, only images from session 3 and statistical model

(either SVM model or GMM model) is available. The goal is to adapt the learned statistical model with images

from session 3. This process is repeated for all successive sessions in incremental setting. A set of independent

images is used for probing. The process of probing is same for both batch and incremental setting to allow fair

comparison between the two algorithms.

Fig 5.3 shows model complexity for SVM and GMMs. The experiments are performed for batch setting

only, to understand the effect of model complexity as a function of sessions (i.e. as number of training images

are increased). For SVMs, we conducted experiments with linear kernel and RBF kernel. On Y-axis model

complexity is plotted. In case of SVM, model complexity is denoted by number of support vectors multiplied

by number of feature dimensions. For GMM, model complexity is number of gaussians multiplied by feature

dimensions. In case of GMMs, the model complexity remains constant irrespective of number of training
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images. We note that for SVM with linear kernel and RBF kernel, model complexity increases with number of

training sessions.

Fig 5.4 shows accuracy as a function of training sessions. For both GMM and SVM, we first eastablish

a baseline performance with batch learning. The baseline performance is obtained by training models on

development set, eastablishing τ and then applying these parameters on evaluation set. HTER measure

obtained on probe set is plotted on Y-axis. In incremental settings, SVM model is adapted from the model

from previous session and training images from current session. We note that on DCT features, GMM perform

better compared to SVM: both in batch and incremental mode. The performance for batch SVM improves

as more training images are obtained. In incremental setting, SVM performance degrades. The difference in

performance between incremental and batch setting is not as drastic as SVM, but still far from perfect.



Chapter 6

What do you do when you know that you

don’t know?

Real-world biometrics recognition problems often have two unknowns: the person be recognized, as well

as a hidden unknown - missing data. If we choose always to ignore data that is occasionally missing, we

sacrifice accuracy. In this paper, we present a novel technique to address the problem of handling missing

data in biometrics systems without having to make implicit assumptions on the distribution of the underlying

data. We introduce the concept of “operational adaptation” for biometric systems and formalize the problem.

We present a solution for handling missing data based on refactoring on Support Vector Machines for large

scale face recognition tasks. We also develop a general approach to estimating SVM refactoring risk. We

present experiments on large-scale face recognition based on describable visual attributes on LFW dataset.

Our approach consistently outperforms state-of-the-art methods designed to handle missing data.

Biometrics systems have been widely adopted in various walks of life, thanks to significant progress in

various sub-fields in the past decade. Cheap sensors, models learned with large amounts of data, an abundance

of processing power have all led to development and deployment of biometrics systems beyond the narrow

scope of research labs [62]. Biometric recognition in unconstrained settings imposes little restrictions on

the data acquisition and processing procedure. Biometric recognition in the open world leads to multiple

challenges. Failing assumptions, failing code, or missing inputs can then lead to missing data in higher-level

91
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Figure 6.1: A system for describable visual attributes for faces based [172], extended for open-set recognition

with attributes as “unknown” . In the image, green text is a positive attribute, red text is negative attributes and

blue color signifies unknown/missing attribute. In the above images, the left shows how bad lighting/feature-

detection led to “UNKNOWN” labels for Asian, While attributes. The example on the right shows occlusion

leading to the no beard attribute being labeled “UNKNOWN”. Handling such unknowns at run-time, in a

learning-based biometrics system poses considerable operational challenges. This paper is about what we do

when we know we don’t know some feature.

feature descriptions. Matching models (especially learned-models) with missing data is challenging. How to

do recognition in the face of these “unknowns” is the fundamental problem that we address in this paper.

In recent years, describable visual attributes have emerged as a powerful low-level feature representation

for a wide range of face recognition applications [134, 78]. Kumar et al. [78] demonstrated a system to

automatically train several attribute classifiers for faces, such as “brown hair”, “mustache”, “blonde”, “pointy

nose”, “thin eyebrows”, “wearing lipstick” etc. Attribute classifiers take an image as input and return a

real-valued score representing the presence of the given attribute in the image. These real-valued scores can

then be used in a full-fledged face recognition system for identification/retrieval [134]. While the system

designed by Kumar et al. was primarily for closed set face verification task, more recently, Wilber et al. [172]

have proposed open set extensions for such systems. As noted by Scheirer et al. [141] “when a recognition

system is trained and is operational, there are finite set of known objects in scenes with myriad unknown

objects, combinations and configurations - labeling something new, novel or unknown should always be a valid

outcome”. In open-set systems, a specific face attribute is named unknown if the system is either unable to

classify with sufficient confidence or is presented with an image/feature that it has not seen before. Such open
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set “unknown” labeling thus leads to known missing status for the respective attribute (see Fig 6.1). Systems

designed to handle open set recognition have demonstrated excellent performance on many biometrics and

computer vision systems in wild [172, 7, 26, 173].

This paper introduces and addresses a novel and practical problem Operational Adaptation, where given

only a previously trained operational system and a test instance xt with some described difference from the

normal instances, the system must adapt to the constraints of data to make predictions and to provide estimates

of the risk of adaptation. While there is a growing body of work in domain adaptation and transfer learning

that work towards adapting classifier during the training phase, such approaches are not practical for a machine

that may take days or weeks to train. In this work, we focus our attention on the more common and prevalent

missing data problem, what [52, 81] calls the “nightmare at test time”, where at test time the operational

data is corrupted or missing. This is a nightmare because it cannot be avoided. We contend there are two

important subproblems within the nightmare. The first is the obvious one, making decisions using partial data.

The second, and generally overlookedproblem, is estimating how scared we should be using that partial data.

Intuitively, many users would assume that losing 70% of features yields a nearly useless classifier while losing

only one feature is probably not bad. However, even one missing feature can lead to horrible performance if

that is a critical feature, while the 70% missing may have little impact.

There are multiple contributions of this work. We formally define the problem of operational adaptation

and present a novel solution for handling missing data with SVMs based on SVM re-factoring with bias

re-optimization. Our solution offers superior results to many state-of-the-art approaches both in terms of

accuracy and storage space. Further, we develop a general approach to estimating SVM Refactoring Risk. Our

risk estimation process provides the associated risk when performing predictions with missing data. We show

the proposed adaptation risk estimation is a better predictor of success/failure [133] than percent missing data.

We use describable visual attribute representation on large scale face verification tasks for our experiments.

The proposed approach consistently performs Labelled Faces in the Wild [59] and other machine learning

datasets such as USPS [60] and MNIST [86]. Our new method is the first step toward addressing an important

problem for operational use of machine learning for large scale biometrics recognition systems.
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6.1 Related Work

Handling missing data in biometrics is an important problem and has been addressed by multiple researchers in

the past. Ding et al. [40] performed a detailed study comparing multiple imputation methods for score fusion

in biometrics. Poh et al. [120] proposed a framework for addressing kernel based multi-modal biometric fusion

using neutral point substitution. Other notable works in the domain of handling missing data for biometric

score fusion are by Fatukasi et al. [45] and Damer et al. [33]. Our work differs from these works in multiple

aspects. Ding et al. showed promising results for score fusion with generative models with relatively lower

feature dimensions. In our work, we focus mainly on large-scale discriminative models such as SVMs. Further,

the problem of interest of our work is run-time [81] adaptation of learned models for verification/recognition

systems unlike the works of Fatukasi et al. , Poh et al. and Damer et al. where the focus is primarily on fusion

rules for biometric score fusion.

Researchers in machine learning and statistics communities [98, 25, 129] have also addressed the problem

of learning from missing data. Chechik et al. [25] proposed a max-margin learning framework that is based on

geometric interpretation of the margin and aims to maximize the margin of each sample in its own relevant

subspace. The work of [129] presents a comprehensive evaluation framework comparing imputation based

methods and reduced feature models. Reduced feature models are constructed for each type of missing

pattern separately making the problem computationally extremely expensive. Such methods are unsuitable for

biometrics where feature dimensionality tends to be very high as it requires storing reduced model for every

permutation of missing feature space1.

6.2 Operational Adaptation

Given a training set {DS = xi, yi ∈ X x Y : {+1,−1}}, where X is the input space and Y is a finite training

set. The learning problem is to find a function f : X → Y that obtains high predictive accuracy. In this work,

we focus our attention on run-time adaptation of a pre-trained classifier to new operational domains, in the

presence of limited data and model parameters. We assume existence of a Source Domain DS and a family

1e.g. for LBP like features where feature dimensionality is around 200 features, total number of reduced models that need to be stored

would be 2200
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of Operational Domains Doj 6= DS . We assume the training set DS ∈ Rn and each test sample belongs to

an operational domain Doj , where Doj ∈ Rkj where, in general, kj ≤ n. Let Mj be an operator such that

Mj : DS → Doj , i.e. it map items in the source domain to the operational domain. While the definition

of operational adaptation can be more general, in this work, we focus on problems where the operational

domain Do has missing features compared to source domain DS , in which case,M projects away dimensions

associated with missing features. For operational adaptation, we enforce that, during operational time, we

only have access only to the operational data OD, which includes the learned prediction function f and its

associated parameters (θ1..θf ). In terms of SVMs, one could view f, b, type of kernel, α and the support

vectors as the operational data OD.

Definition 2. Operational Adaptation: Given a learned prediction function f(θ1, ..θf ) over some source

(training) domain DS defined by operational data OD, an operational domain Do, a transformation operator

M relating DS to Do, and test point x ∈ Do, the problem of Operational Adaptation is:

1. to obtain adapted prediction function fo() and an effective prediction function over the operational

domain Do

2. obtain an associated operational adaptation risk measureRo : (fo(), x)→ [0, 1], which estimates the

likelihood of failure of the prediction function fo.

In this paper, we focus on the difference between source domain DS and operational domain Do as

difference in dimensionality, in particular in the remainder, we presume thatM is linear projection. However,

the idea of operational adaptation applies to any problem which satisfies the constraints mentioned in definition

1, e.g. the general definition includes operational domains that involve linear basis transformations or even

non-linear remapping. In this particular definition, while we presume thatM is given, a more general form

may involve estimatingM .

6.2.1 SVM Refactoring and Run Time Bias Estimation

The primary intuition behind SVM classification is to map the data into a high dimensional space and find

a max-margin separating hyperplane for efficient classification. In this section, we present a methodology
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Figure 6.2: With Bias re-factoring, the data and the bias vector are both projected and distances are computed

in the lower-dimensional subspace. For this example, presume 3D features with the original margin plane in

3D with bias b. Classic imputation by zero, if Z is missing, computes distances in the X-Y plane but keeping

the original bias sets a much higher threshold as show in the dashed red line. When features are missing, the

Projection of the Bias decomposed vector is like using a lower-dimensional margin for decision making. If the

Z feature is missing, Pz project the data and the bias vector the X-Y plane, effectively using the Red margin,

but if y is missing, Py projects into the X-Z plane effectively using the blue margin. Bias-decomposition seeks

to adjust the bias from the margin to the original plane to appropriate the projection subspace.

to modify support vector machines and introduce the idea of operationally adapted instance specific bias.

The estimation for bias in operational domain is based on modifying the independent variables in dual of

objective function of SVM to minimize the classification error over support vectors. Our SVM refactoring

method is computationally efficient compared to reduced model methods, and more accurate than zero or

mean imputations. The proposed method for bias estimation at prediction time is termed as Run Time Bias

Estimation (RTBE). The intuition behind this method is explained in detail in Fig 6.2

We assume that we are given a set of training vectors xi ∈ Rn, i = 1, ..m in two classes, and a vector of

labels y such that yi ∈ {1,−1}.

max
w,b,ξ

P(w, b, ξ) =
1

2
w2 + C

m∑
i=1

ξi (6.1)

subject to
{
yi(w

ᵀφ(xi) + b) ≥ 1− ξi,∀i ξi ≥ 0,∀i (6.2)

where training data is mapped to a higher dimensional space by the kernel function φ(.), and C is a penalty
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parameter on the training error (trade-off between accuracy and model complexity), ξi are the slack variables

used when training instances are not linearly separable and b is the classifier bias [105]. In the formulation of

SVM in equation 6.1, the term w defines the orientation of hyperplane with respect to origin of the feature

space (Rn) and the bias term b defines the distance of the hyperplane from the origin[18].

The dual of problem in equation 6.1 is given as

max F(α) =

m∑
i=1

αi −
1

2

m∑
i,j=1

yiαiyjαjφ(xi, xj) (6.3)

subject to
{
∀i, 0 ≤ αi ≤ C

∑
yiαi = 0 (6.4)

where K(xi, xj) = φ(xi)
ᵀφ(xj) is matrix of kernel values. Using positive Lagrange coefficients α+ i ≥ 0,

the Lagrangian of the dual problem is given as

L(w, b, ξ, α) =
1

2
w2 + C

m∑
i=1

ξi −

m∑
i=1

αi(yi(w
ᵀφ(xi) + b)− 1 + ξi) (6.5)

which leads to the formal dual objective function F(α) as:

F(α) = min
w,b,ξ
L(w, b, ξ,α) subject to ∀i, ξi ≥ 0 (6.6)

The optimization of the dual objective function directly produces α∗, yielding w.

Let α∗ = (α∗1..α
∗
m) be a solution of the dual problem of equation 6.6 where α∗ satisfies the dual

constraints. The vector α∗ is generally sparse, with many zero elements. Let v be the number of non-zero

elements α∗, let s = [si], i = 1 . . . v, the support vectors, be a remaining of the training points xj associated

with the non-zero elements of α∗. The operational data OD for the SVM is thus {w,α, s,y, b,K} andM .

Given these, the optimal value of b can be obtained via 1-dimensional optimization over the decision function

(i.e. the primal problem) using the training data [18].

Let us now derive our approach to SVM refactoring, an operational adaptation approach that provides

both improved classification as well as risk estimation. Our challenge is to define a solution in the reduced

dimensional space using only operational data. A plausible solution for operational adaptation would be to

could be to treat the support vectors as a training set, project them into the operational domain and train a new

optimal SVM solution. While plausible, our results show that this approach does not provide acceptable rate

of classification on test data, e.g. in Figure 6.3, it is evaluated on the USPS dataset where it is only slightly
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better than zero imputation. On some other examples, it did much worse than zero imputation.

Thus, we seek an approach that will reuse more of learned structure than just the knowledge of the support

vectors, in particular, to adapt the optimal weights. If we revisit the dual of objective function in equation

6.6, we note that re-optimizing values of α, ξ or w for the operational domain would the require projection of

all the training data which would violate the definition of operational adaptation. Thus, the only reasonable

perturbation/optimization that can be performed is re-optimization of the bias term b.

Letting `(x, y) be the loss function for estimate x given label y, and let Ln be the empirical loss, over full

support vectors s using original SVM f in Rn. Then we first define our refactored projected error as:

ε(f̂(·; b)) =
1

v

v∑
j=1

`(

v∑
i=1

αiyiφ(Msi,Msj) + b), yj) (6.7)

And using this we define our refactor risk as:

Rr(f̂(·; b), s) = 1−
min

(
1− Ln, 1− ε(f̂(·; b))

)
1− Ln

(6.8)

where we normalize by 1 − Ln, so the refactor risk is relative risk compared to the original loss. We

include the min() because noise or irrelevant variables may result in the projected support vectors having

lower empirical risk than the original dimensional version. In the paper, we generally exclusively used 0-1

error, thus 1− Ln is average accuracy. The changes to use absolute, square, or other loss functions should be

minimal because we are only measuring the loss on the projected support vectors.

6.2.2 Adaptation Risk Estimation

Since the classification accuracy depends on dimensions of the missing features and the technique used to

reclassify data in the reduced dimensions, we refer to our re-factored risk model as the Adaptation Risk

Estimator (eqn 6.8). It applies to any reduced dimensional model f̂ for dealing with the partial data, not just

re-factored SVM with factored bias. In particular, if the projection matrixM0 (transformation operatorM

between DS and Do) is N x N and fills in “missing” data with zero, then the model is zero imputation and we

can estimate the risk of using zero-imputation. It equally applies to mean-imputation.

Intuitively, our risk model is conservative as it uses difficult examples to estimate risk of failure. The actual

performance can be much better if the example is far from the boundary, suggesting better risk estimators

could be developed. In case of classifiers like decision trees or random forests [19], where only thresholds of
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tree splits are retained, operational adaptation could be achieved by retaining an “operational validation set” at

run-time. Note the set of support vectors is an extremely biased and correlated set and hence it might violate

the assumptions of statistical tests for distributional shifting such as those considered in [27].

Returning to the re-optimization bias bo for the refactored machine. Note that our refactor risk estimation

applies to any machine f , and in particular we explicitly called out that it is a function of the underlying bias b.

Using this, our refactored approach, we will will seek a new operational bias bo for equation 6.7, which is

obtained from the 1-D optimization problem minimizing refactor risk:

bo = argmin
b

Rr(fo(·; b), s) (6.9)

i.e., the re-optimization of the bias is performed based on minimization of risk over the support vectors

projected into Rk. If using 0-1 loss, as we have in the paper, the loss function is non-convex, however

explicit 1-D optimization is still very efficient. We also note that, in practice, for operational adaptation with

just missing variables, the computations of both the classification fo and optimization of bo can replace the

matrix multiplication byM , which is mostly zeros, with a selection operation that simply selects the relevant

dimensions. With that, the cost to optimize bo is dominated by estimating risk at the values of b associated

with the v projected support vector locations. In our experiments, we found that minimizing refactor risk was

infact a good predictor of performance on test-set. To show this relationship, we plot results of varying bias

for a particular operational domain and noting the associated refactor risk and test set classification accuracy

6.4. However, it should be noted that this experiment is done to show the relationship between refactor risk

and test accuracy and during optimization process, we do not assume any knowledge about test set apart from

the test-sample under consideration.

6.3 Experiments

In this section, we evaluate the proposed algorithm for SVM based re-factoring (i.e. Run Time Bias Estimation

- RTBE) on USPS [60], MNIST [86] and Labelled Faces in the Wild [59] datasets (Fig 6.5). USPS and MNIST

are leading handwriting recognition datasets and results proposed on those can be compared against wide

variety of methods across different disciplines (e.g. biometrics, computer vision, machine learning, statistics

etc.). The feature dimensionality considered for all datasets is high to show the suitability of the proposed



100

methods on large-scale recognition tasks. USPS dataset [60] contains 9298 handwritten digits (0 - 9) (7291

for training and 2007 for testing) collected from mail envelopes in Buffalo. Each image is represented as a

256 dimensional feature vector. The MNIST database consists of 60,000 training samples and 10000 testing

samples for digits between (0-9). The digits are size-normalized and centered in a fixed-size image. Size of

each image is 28 x 28 leading to a feature vector of size 784. Scaled pixel values are provided for performing

supervised classification task.

LFW face dataset [59] is designed for large scale face verification task and contains 13233 images of

5749 individuals. View 1 of LFW is used for building models, feature selection and finding optimal operating

parameters. View 2 consists of 6000 pairs of face images on which performance is to be reported. The 6000

pairs are further divided in 10 splits to allow 10-fold cross-validation. Overall classification performance is

reported on View 2 by using only the signs of the outputs and counting the number of errors in classification.

We use describable visual attributes [78] on LFW dataset for face verification task. Attribute classifiers

are created by using describable visual traits such as gender, race, hair color etc. These visual traits are

used to construct classifiers CK . These classifiers are then used to detect presence/absence of attribute in a

given face image and a score is assigned to it. Each image in LFW dataset is thus represented as a vector

C(Ii) = 〈C1(Ii), C2(Ii)..CK(Ii)〉 (where K is total number of attributes/traits). To decide if the image

belongs to the same person, these classifier scores are compared {C(Ii), C(Ij)}. Verification classifier for a

pair of images is given as v(Ii, Ij) = (|Ci − Cj |, (Ci.Cj), 12 (Ci + Cj)). These classifier scores are used as

input features for face verification task.

We systematically delete features from testing as percentages of total features present for each dataset.

Each set of missing feature leads to a new operational domain Do. We consider percentage of missing features

in range of 10%, 20%, 30%, 40% and 50%. The process is kept similar for all three datasets. For each dataset,

we trained SVM with linear and RBF kernel essentially training model in Rn (where n = { 256, 146 and

784} for USPS, Attributes and MNIST respectively). During test phase, for zero imputation method, all the

missing features are substituted by zero and classification is carried out. With RTBE approach, we detect the

missing features, project the Support Vectors in corresponding operational domain and obtain new optimal

bias bo by minimizing refactor risk over support vectors (operational data). As a baseline, we also obtain
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results on respective datasets without deleting any features. It is obvious that the performance of the system

would be best when all the features are present. We observe that the proposed approach of RTBE consistently

outperforms zero imputation across multiple datasets. We also note that rate of performance degradation for

RTBE is lower compared to zero imputation. For USPS and MNIST dataset, the performance obtained with

RTBE continues to remain stable even under extreme cases (e.g. 40% and 50% missing data).

6.3.1 Comparison with Other Methods for Handling Missing Data

The state of the art for handling missing data for USPS dataset is multi-class Gaussian Process [153] yielding

94.2% (error of 5.8 %) at 25% features missing (64 pixels out of 256). In the same work, authors noted Zero

imputation resulted in classification accuracy of 94.15 (5.85% Error) and mean imputation yielded 93.92

(6.08% error). On the same dataset with similar train/test protocol, our method of RTBE achieves overall

classification accuracy of 95.11 % (4.89 % error) using linear kernel and 98.26 % (error 1.76 %) using RBF

kernel ( a 69.65 % reduction of error over the state of the art). Chechik et al. [25] reported their results on

MNIST dataset by considering classification on digits ‘5’ and ‘6’. They remove a square patch randomly from

the image and report a performance of 95% using their geometric margin method (similar performance is

reported for their averaged norm method in the same study). Our approach on RTBE yields 96.6% on similar

problem of classifying ‘5’ and ‘6’. To the best of our knowledge, no study has been done on handling missing

data on attributes on LFW [78].

6.3.2 Risk Estimation for Missing Data

To evaluate the effectiveness of the Adaptation Risk Estimation, we use the meta-recognition evaluation

paradigm, MRET (Meta-Recognition Error Trade-off Curves), proposed in [137, 133], which considers how

often the risk estimator correctly predicts the failure/success of the underlying classifier. We consider two

risk estimation approaches: percentage of missing features (wrt to total features) and the risk estimator from

Eq. 6.8. For risk estimation with percentage of missing features, we drop features in steps (e.g. 10%, 20% etc.)

and at each step we predict success/failure. When using refactor riskR(fo) as risk estimator ( from Eq. 6.8),

the range of refactor risk is divided into steps and at each step success and failure is computed using formulae
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from 6.10. For each of risk estimators we consider both zero-imputation and the SVM refactoring via bias

factoring. One can threshold the risk estimator and predict any instance below threshold to be successfully

classified and predict failure for those above it.

In particular, we define

C1 = # instance when the risk estimator is below threshold yet the adapted SVM misclassifies

C2 = # instance when the risk estimator is above threshold yet the adapted SVM correctly classifies

C3 = # instance when the risk estimator is below threshold and the adapted SVM correctly classifies

C4 = # instance when the risk estimator is above threshold yet the adapted SVM misclassifies

Finally, we calculate the Meta-Recognition False Accept Rate (MRFAR), the rate at which thresholded

risk estimator incorrectly predicts success, and the Meta-Recognition Miss Detection Rate (MRMDR), the rate

at which the thresholded risk estimator incorrectly predicts failure, as

MRFAR =
|C1|

|C1|+ |C4|
, MRMDR =

|C2|
|C2|+ |C3|

. (6.10)

and then vary our threshold to compute the curves shown in Fig. 6.7. The resulting MRET curves shows

the proposed adaptation risk estimator is superior, and is more effective when combined with our novel SVM

re-factoring. At operation time, just as one uses a traditional DET or ROC curve to set verification system

parameters, the threshold on the risk parameterR(fo) on MRET curve can be used to tune the rejection for an

acceptable risk due to missing data. The results of this experiments2 are shown in Fig 6.7.

6.4 Discussion and Conclusion

We noted that support vectors is an extremely biased and correlated set, and hence it might violate the

assumptions of statistical tests for distributional shifting [27]. Detailed analysis of such correlation is an

important future work. In streaming settings (incremental SVMs) for face recognition [6], the operational

data available is always changing as support vectors are continuously updated. Handling missing data in

such settings is another important aspect of operational adaptation. Some other problems such as adapting

pre-trained classifiers for face-detection [66, 65] can be viewed as operational adaptation problems.
2We obtained similar results on USPS and MNIST dataset, but are not shown here



103

This paper provides theory and a novel solution for handling missing data in large-scale recognition

problems. It adapts the solution at testing time, with virtually no loss in computational speed/efficiency,

but significant improvements in accuracy compared to the state of the art. Further, it does not require

apriori knowledge of missing features. SVM refactoring with bias factoring performed consistently well on

leading datasets compared to current de-facto methods, and when only modest data was missing, significantly

outperformed the competition. Our method is suitable for large scale recognition tasks for many applications in

computer vision like object recognition, feature tracking, action recognition, etc. that use supervised learning

in the form of SVMs when features are missing. The second significant contribution of the is a technique

for estimating the risk associated with classification with missing data, using only the data in the operational

SVM. Our approach reclassifies the SVM in the reduced space and estimates the associated risk. Experiments

show this risk measure is a better estimator of expected performance on the reduced dataset than just using the

fraction of data missing. Finally, we show that the concept of operational adaptation is broader and applies to

multiple areas beyond the domain of handling missing data.
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Figure 6.3: The above figure contains test classification accuracy for each digit in USPS dataset when 30%

features were deleted from test samples. The results were obtained by training SVM with RBF kernel. The

methods shown correspond to nature of test set. a) All Features Present : All the features were present during

test time. b) Zero Imputation: 30% features were removed at test time and missing features were imputed with

zero. c) Training with SVs only: 30% features were removed from test samples. Corresponding features were

removed from Support Vectors and a new model with these support vectors was trained. Results shown are

classification results obtained with this new trained model d) RTBE: 30% features were removed at test time.

SVM bias was re-optimized using our approach and classification results were obtained using optimized bias

for operational domain Do.
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Figure 6.4: Effect of Varying SVM Bias b on classification accuracy on test set and associated refactor risk. It

can be observed that when our refactor risk is minimum, maximum classification accuracy over test is obtained

(Test Accuracy was scaled between 0 - 1 to fit this plot). Our objective is to obtain value of SVM bias b for

which refactor risk is minimum. In the above experiment, 30% features were removed for each dataset during

testing phase. The datasets shown are (from L-R) USPS [60], MNIST [86] and Attributes on LFW [59]

Figure 6.5: Example images from MNIST [86] )(left) and LFW datasets [59] (right)
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Figure 6.6: The above figure shows results on three image datasets used for recognition: USPS, MNIST and

LFW. The top row corresponds to results with SVM with linear kernel and bottom row corresponds to SVM

with RBF kernel. Classification accuracy (Y - axis) is plotted as a function of percentage of missing features

(X - Axis). It can be observed that RTBE consistently performs better than imputation with zero when features

are missing. The difference is especially large when percentage of missing features increases
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Figure 6.7: Meta-recognition comparison curve for evaluation adaptation risk estimators on partial data. The

ideal location is the lower-left. Meta-recognition False accept rate (Y axis) is the fraction of time the risk was

low but the SVM classification failed, and the Meta-recognition miss detection rate is the fraction of time the

risk was high yet the SVM corrected classified the partial data. The plot shows the adaptation risk estimator

for SVM refactoring (RTBE) is better than risk estimation for zero-imputation.



Chapter 7

Moving Forward

7.1 In Summary

Recognition in the open world is a challenging problem. In this work, we investigated multiple challenges

involved in building recognition system that can operate in robustly in changing and evolving operational

conditions. In the work on open world recognition, we extend existing work on NCM classifiers and show

how to adapt it for open world recognition. The proposed Nearest Non-Outlier (NNO) algorithm consistently

outperforms NCM on open world recognition tasks and is comparable to NCM on closed set – we gain

robustness to the open world without much sacrifice. NNO allows construction of scalable systems that can

be updated incrementally with additional classes and that are robust to unseen categories. Such systems are

suitable where minimum downtime is desired.

In the work on streaming face recognition , we presented a system that can incrementally learn and unlearn

under budget constraints of operational conditions. We proposed a novel posterior probability estimation

method based on statistical extreme value theory for streaming face recognition problem. y we demonstrate

our results on a unconstrained face verification problem and show the suitability of the proposed method to

handle long streams of data.

In the work on incremental model adaptation, We compared discriminative and generative approaches for

model adaptation, more specifically support vector machines and gaussian mixture models. We show that

108
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learned models can be adapted with minimal downtime without significantly compromising on accuracy. We

investigated various properties of generative and discriminative models for incremental learning on large scale

face recognition tasks.

Finally, in the chapter on handling missing data, we proposed a refactoring based approach for Support

Vector Machines that allows the user to make predictions and asses associated risk in the presence of partially

missing features. We showed that the proposed approach did not require apriori knowledge of the missing

feature dimensions. Further, we proposed a technique for estimating the risk associated with classification with

missing data, using only the data in the operational SVM. Our approach reclassifies the SVM in the reduced

space and estimates the associated risk. Finally, we show that the concept of operational adaptation is broader

and applies to multiple areas beyond the domain of handling missing data.

7.2 Open Questions and Future Directions

The proposed approaches denote significant advances in handling some operational challenges faced by current

state-of-the-art recognition systems. However, the task is far from done. In order to build intelligent machines

that operate similar to human intelligence, a recognition system needs to be able to do lot more than merely

assign a label from bag of available labels in an image classification task. Recognition system needs to be

self-aware about how much it has learned so far, how it can improve the learned models and how it can adapt

with the changing operational scenarios.

In the work on open world recognition, we explored a strategy to learning novel concepts for large

scale recognition settings. Open world evaluation across multiple features for a variety of applications is

an important future work. Recent advances in deep learning and other areas of visual recognition have

demonstrated significant improvements in absolute performance. The best performing systems on such

tasks use a parallel system and train for days. Extending these systems to support incremental open world

performance may allow one to provide a hybrid solution where one reuses the deeply learned features with

a top layer of an open world multi-class algorithm. While scalable learning in the open world is critical for

deploying computer vision applications in the real world, high performing systems enable adoption by masses.

Pushing absolute performance on large scale visual recognition challenges, and development of scalable



110

systems for the open world are essentially two sides of the same coin.

In the work of open world recognition and streaming recognition we assumed presence of an Oracle

for identifying novel concepts. However, there is a need for detailed investigation of unsupervised and

weakly supervised learning methodologies for incorporating novel concepts in a recognition system. It is

extremely hard to have reliable evaluation mechanism for traditional clustering based unsupervised learning

frameworks. In the work on open world recognition, we proposed a threshold based novelty detection technique

to identifying if the concept is not learned by the system. However, the proposed technique does not provide

any additional details about the nature of novelty. It might be beneficial to encode a hierarchical knowledge

base in an open world recognition system that provides more details about the novelty of the incoming image.

Instead of labelling an image of an unseen dog category as merely an “unknown” image, it might be useful to

let the user know that it is an “unknown dog” image. This will allow the user to send such an image to a dog

expert for labelling.

There are number of open questions to consider in the quest for building intelligent vision systems. How

to learn concepts that build on top of existing concepts, without explicit knowledge of hierarchy? How to learn

relationships between existing concepts? How can we incorporate additional human knowledge about the

visual world besides specifying training examples? [115, 82]
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