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Abstract

Increasing access to large, non-stationary face datasets
and corresponding demands to process , analyze and learn
from this data. This has lead to a new class of on-
line/incremental face recognition problems. While it is ad-
vantageous to build large scale learning systems when re-
sources permit, a counter problem of learning with limited
resources in presence of streaming data arises. We present a
budgeted incremental support vector learning method suit-
able for online learning applications. Our system can pro-
cess one sample at a time and is suitable when dealing with
large streams of data. We discuss multiple budget mainte-
nance strategies and investigate the problem of incremen-
tal unlearning. We propose a novel posterior probability
estimation model based on Extreme Value Theory (EVT)
and show its suitability for budgeted online learning ap-
plications (calibration with limited data). We perform thor-
ough analysis of various probability calibration techniques
with the help of methods inspired from meteorology. We
test our methods on Labeled Faces in the Wild dataset and
show suitability of the proposed approach for face verifica-
tion/recognition

1 Introduction

The performance of a face recognition system relies heav-
ily on its ability to handle spatial, temporal and operational
variances [38]. Large scale face recognition systems have
to adapt with changing environments. Face recognition sys-
tems often achieve excellent performance on benchmark
datasets, but performance degrades significantly in opera-
tional environments [24]. One could build an application
specific dataset, but this process is extremely cumbersome.
Recently [22], [36] have adopted the approach to incremen-
tally adapt learned models for face recognition with new
data. As hardware (e.g. surveillance cameras) becomes
cheaper, it is easier to capture more data to address prob-
lems such as self-occlusion, motion blur and illumination
[10]. A typical image captured from a surveillance dataset
is about 70 KB [4]. Analyzing a short video stream of
about 10 minutes at 30fps amounts to processing of 1.2 GB
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Figure 1. In streaming face recognition with limited re-
sources, updating the existing system with incoming data,
gradually adapting to variations and unlearning already
learned samples, without compromising on accuracy can be
extremely challenging. We present a system that can in-
crementally adapt to incoming samples and provide reliable
posterior probability estimates.

of data. Updating existing learned models with such large
and rapidly produced data poses significant challenge for a
system with limited processing resources. While process-
ing data on the cloud might be possible for some applica-
tions, many surveillance applications have constrained op-
erational environments.

A common notion in many learning based vision systems
is to learn with as much data as possible, to achieve best
possible prediction performance during testing phase. This
approach is useful for large scale face recognition when re-
sources permit [35], [2], however poses multiple challenges
when learning with limited resources [14]. The feature de-
scriptors used for image representation are often high di-
mensional and data is generated faster than it can be pro-
cessed/learned. Thus from practical application point of
view it becomes important to handle not just every incom-
ing sample, but all the “important” samples. This problem
is further constrained in case of standalone or portable face



recognition systems [20]. Problem of online learning occurs
in many consumer applications as well [15]. Updating the
existing face recognition system with incoming data, grad-
ually adapting to variations and possibly forgetting already
learned samples can be extremely challenging. In this work,
we study online learning on a fixed budget in the context of
unconstrained face recognition. We consider a specific op-
erational scenario where system is presented one sample at
a time with a user-defined upper limit on maximum number
of samples (budget size) it can retain in the memory.

We propose an incremental and online Support Vector
Machine (SVM) learning system on a budget. Our system
can process one example at a time and is based on work
of Cauwenberghs et al [5]. This method maintains optimal
SVM solution on all previously seen examples during train-
ing by incrementally updating Karush-Kuhn-Tucker (KKT)
conditions. The system learns incoming data one sample at
a time (Fig 1) until it reaches the maximum allowable bud-
get size. In context of SVMs, the budget size implies max-
imum number of support vectors retained by the system.
This set of support vectors is termed as active set. Once this
size is reached, existing samples are incrementally removed
from the active set. This process is called “unlearning”.

In many face recognition applications, it is important to
predict well calibrated probabilities [21], [28], [26] along
with SVM decision scores (or class predictions). The prob-
lem of probability calibration is more pronounced for bud-
geted online learning, since calibration data is limited. Fur-
ther, the calibration data changes regularly when model
gets updated. While one can always re-calibrate with data
present in the active set at a given time, a counter ques-
tion about reliability of the calibration arises. Scheirer et al.
[28] have demonstrated that the broader problem of recogni-
tion is consistent with the assumptions of statistical Extreme
Value Theory (EVT). They show EVT provides a way to de-
termine probabilities, regardless of the overall distribution
of the data. They have shown the extremes or tail of a score
distribution produced by a recognition/classification algo-
rithm can always be modeled by an Extreme Value Theory
(EVT) distribution. This distribution is shown to produce a
reverse Weibull distribution when the data is bounded. This
observation makes EVT a natural choice for probability cal-
ibration for budgeted online SVMs.

In the following sections, we discuss our modifications
to the approach of [5] to make it suitable for budgeted on-
line learning. We show via extensive experiments that our
method works comparable (and often better) at really small
budget sizes when compared with many off-the-shelf ma-
chine learning packages [9]. We develop EVT based cal-
ibration models for online budgeted learning for posterior
probability estimation. We compare our method with a de-
facto standard in the community proposed by Platt [25]. We
perform rigorous comparison of the proposed probability

calibration techniques for extreme budget sizes to assess the
reliability of estimated probabilities. Finally, we quantify
our results by methods inspired from meteorology: relia-
bility plots [34] and Brier Score analysis [19]. Our study
suggests EVT calibration is well suited for online learning
applications as it consistently yields more reliable probabil-
ities. We test our methods on Labeled Faces in the Wild
[12] dataset and show suitability of the proposed approach
for large scale face verification/recognition. The contribu-
tions of this work can be summarized as follows:

1. A probability based budgeted incremental support vec-
tor learning and unlearning method.

2. A novel posterior probability estimation model based
on EVT.

3. Analysis of posterior probability estimation models
with limited calibration data.

4. Reliability analysis of various probability estimation
techniques.

2 Related Work

Ozawa et al. [22] use incremental principal component
analysis with resource allocating network with long term
memory for constrained face recognition problem. Yan et
al. [36] used incremental linear discriminant analysis with
spectral regression. Their approach is suitable for incre-
mental model adaptation but does not provide posterior
probability estimates, as required in multiple applications.

Incremental Learning described in this work draws in-
spiration from work done by Cauwenberghs et al [5]. It
maintains optimal SVM solution on all previously seen ex-
amples during training by incrementally updating Karush-
Kuhn-Tucker (KKT) conditions. Wang et al [33] provide a
thorough analysis of various budgeted online learning tech-
niques in their work. In section 6, we compare our method
with the ones mentioned in [33].

Posterior probability estimation from SVM decision
scores is a well studied problem in computer vision and ma-
chine learning. Platt [25] proposed probability calibration
for SVMs, which has also been applied to other learning
algorithms. A comprehensive analysis of probability cal-
ibration techniques can be found in work of [21]. These
methods were devised for batch supervised learning. They
have been found to be effective when the entire training set
is available for calibration. Calibration with limited data
is a challenging problem as noted by Zadrozny et al [37]
and [21]. Niculescu-Mizil et al [21] found that isotonic re-
gression based calibration is prone to over-fitting. It per-
forms worse than Platt scaling, when data is limited ( less
than 1000 samples). Majority of the online learning soft-
ware packages [23], [29], [9] provide either a default Platt
Scaling for posterior probability estimation or just decision
score as output.



Recent work by Scheirer et al [28] has shown the ex-
tremes or fail of a score distribution produced by any recog-
nition algorithm can always be modeled by an EVT dis-
tribution. These approaches were found to be useful for
attribute fusion in image retrieval applications [26], scene
classification in remote sensing applications [31] and bio-
metric verification systems [27]. Probability calibration for
budgeted online learning for SVMs presented in this work
builds on top of the work of Scheirer et al. [28]. Reliability
diagrams [34] are frequently used for assessing reliability
of probability forecasts for binary events such as the prob-
ability of measurable precipitation in the area of weather
forecasting. We introduce the tools such as reliability di-
agrams and Brier Scores [19] to assess the reliability of
posterior probability estimation obtained by Platt calibra-
tion and EVT based calibration.

3 Incremental Support Vector Machines

Let us assume we have a set of training data D =
{(zi,y:)}e_,, where z; € X C R"™ is input and y; €
{+1,—1} is the output class label. Support Vector Ma-
chines learn the function f(z) = w” ¢(x) + b, where ¢(z)
denotes a fixed feature space transformation. The dual for-
mulation of this problem involves estimation of «;, where
are the Lagrange multipliers associated with the constraints
of the primal SVM problem. These coefficients are obtained
by minimizing a convex quadratic objective function under
the constraints
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where b is the bias (offset), (;; is the symmetric pos-
itive definite kernel matrix Q;; = y,;y;K(x;,2;) and C
is the nonnegative user-specified slack parameter that bal-
ances model complexity and loss of training data. The first
order conditions on W reduce to the KKT conditions, from
which following relationships are obtained:

yzf(mz) >1= o; = 0

ylf(l‘z) =1l=aq; € [O,C] )

ylf(l‘t) <l=aq=C
and Zle yi;; = 0. These conditions partition the training
data into three discrete sets: margin support vectors (o; €
[0, C]), error support vectors («; = C') and ignored vectors.

Decision score for test sample x; is obtained using f(z) =
wT' ¢(x) + b where

l
w="" yiid(z;) 3)
=1

and [ is total number of support vectors (consisting of mar-
gin support vectors and error support vectors). This is the
traditional batch learning problem for SVM [32].

The incremental extension for SVM was suggested by
Cauwenberghs et al. [5]. In this method, the KKT condi-
tions are preserved after each training iteration. For incre-
mental training, when a new training sample (.., y.) is pre-
sented to the system, the Lagrangian coefficients (a.) cor-
responding to this sample and positive definite matrix Q);;
from the SVM currently in the memory undergo a small
change A to ensure maintenance of optimal KKT condition
(details of these increments can be found in [17], [5]).

4 SVM for Streaming Face Recognition

In this section, we describe how we extend the incremental
SVM for streaming face recognition application. Through-
out the course of this work, we consider the case of binary
classification. As noted earlier, operational face recognition
systems have to learn from a continuous stream of data. The
incoming data is processed continuously till the user pre-
scribed budget size B (i.e. Active Set) is reached. At every
stage, the classifier is updated by methodology described in
section 3. Once the prescribed budget size is reached (e.g.
if the system runs out of memory), the process of “unlearn-
ing” starts. Two system design questions at this stage are:
(1) How to select a sample from current active set to un-
learn? (ii) How to update existing SVM solution?

The process of unlearning starts with determining a par-
ticular sample to unlearn. In the past, machine learning re-
searchers have considered methods like randomly remov-
ing support vector [6], removing the oldest support vector
[8] or removing support vector that yields smallest predic-
tion error using leave one out error methodology [5]. Re-
moving oldest sample from memory have found to be use-
ful for applications that exploit temporal coherence [ 1] (eg.
tracking). A related study in this area [33] analyzed multi-
ple budget maintenance strategies. They concluded that re-
moving random SV (support vector) or removing oldest SV
from the current active set yields poor performance. They
suggested removing support vector with smallest norm with
respect to current SVM solution (a comparison with this
method is shown in Fig 4). We consider an alternative bud-
get maintenance strategy for our work.

When the prescribed limit is reached, the training sam-
ples currently in the active set are used to calibrate prob-
abilities based on Platt scaling [25]. For two class clas-
sification, a probability of 0.5 determines random chance
(before threshold estimation process). The most extreme
probability is obtained by the equation max(abs | 0.5 —
p(f(z;)) |L_;), where [ is the total number of samples in
active set, p() is calibrated probability and f() is the cur-
rent SVM solution in memory. The corresponding sample
is determined by the system as the sample to unlearn. Once
the training sample to unlearn is determined, it is incremen-
tally unlearned from the existing model. This process is
combined as part of the entire update process, thus at each
update stage probabilities are calibrated using the training



Weibullm
Sigmoid Fitting
with all the data

Weibull Fit to tail near
Decision Boundary
0 7
Lox X Xg x X Xq
! X< x 0 X%X 10
Ex x X X “x x X !
X XX Xx X XX XX H
Poxox i % Xxt
POX X X XX
L% X x x|
" '
SVM Decision -
Boundary

EVT Calibration
Only the tails are used for calibration

Platt Calibration
All Data is used for Calibration

=+ Positive Class (Same Person)

O Negative Class (Different Person)
Figure 2. Platt posterior probability estimation [25] method
uses all the available training data for calibrating the model.
EVT based posterior probability estimation [28] uses the tail
of the data near decision boundary for calibration. In stream-
ing face recognition applications when limited data is avail-
able for calibration, EVT based methods yield robust poste-
rior probability estimations

data currently in the active set. There are a number of rea-
sons for using calibrated probabilities to determine sample
to unlearn. If samples closest to decision boundary are re-
moved, system becomes less robust at handling noisy data.
Sigmoid nature of Platt scaling helps avoid these issues [3].
As we compute absolute distance from the mean, even in
case of imbalanced data, the sample that is most probable
to be included in a particular class is removed. This process
helps the system to focus on samples around the decision
boundary: an area considered to be most informative for
discriminative learning methods [32]

To answer the second question (how to update existing
SVM solution), we make a key observation in the method of
[5]. Cauwenberghs et al. [5] note that update process is re-
versible: thus when a sample is to be removed from the sys-
tem, the Lagrangian corresponding to the training sample is
assigned to zero. The matrix @);; is decremented to main-
tain KKT condition. After every incremental/decremental
stage, these optimality conditions (i.e. a;, ();5) are saved as
the part of the learned model. Although this process adds a
small overhead on disk space it guarantees an optimal solu-
tion on previously seen data.

In sec 6 we compare the proposed SVM based un-
learning method with budgeted stochastic gradient descent
method proposed by Wang et al. [33]. The method main-
tains a fixed number of support vectors in the model and
incrementally updates them during stochastic gradient de-
scent (SGD) training. Budget maintenance is achieved by
removal of support vector with smallest norm. The goal is
to minimize degradation of weight vector A; after removal
of support vector (here A; is the degradation obtained by

removing ith support vector from the system ).

S Probability calibration for Streaming Face
Recognition
5.1 Sigmoid Based Calibration

Many computer vision applications require prediction of
posterior class probability p(y = 1|x) [13], [26]. Prob-
ability calibration method suggested by Platt [25] is the
most commonly adopted method for many machine learn-
ing tasks. The method proposes approximating the poste-
rior by a sigmoid function. The parameters for calibration
are estimated using the entire training set. Maximum like-
lihood estimation is used to solve for the parameters A and
B. When a test sample x; is to be tested with respect to a
learned model f(z), the posterior probability is given by

1
1+ exp(Af(x) + B) @

ply=1]z) =

In our experiments, we use a version of Platt’s method
modified by [18] to avoid issues related to numerical diffi-
culties.

5.2 EVT based Calibration

For streaming face recognition the data available in the ac-
tive set is constantly changing as the system learns from
new incoming samples and unlearns existing samples (see
Sec 4). This implies data available for calibration pur-
pose for posterior probability estimation changes when the
model undergoes an update process. Niculescu-Mizil et al.
[21] carried out extensive experiments with various learn-
ing methods and calibration methods. They noted that pos-
terior probability estimation was more reliable for methods
like Platt [25] and isotonic regression when large number of
training samples were available for calibration. For stream-
ing face recognition applications, when data is scarce for
smaller budget sizes, how does one obtain reliable poste-
rior probability estimation ?

In this work, we build on top of a probability calibration
model based on Extreme Value Theory for SVMs first pro-
posed by [28], [26]. They noted that the general recognition
problem itself is consistent with the assumptions of statis-
tical extreme value theory (EVT), which provides a way to
determine probabilities, regardless of the overall distribu-
tion of the data. The extremes or tail of a score distribution
produced by any recognition algorithm can always be mod-
eled by an EVT distribution, which is a reverse Weibull if
the data are bounded. Fig 2 shows the difference between
Platt calibration and EVT based calibration. The figure il-
lustrates a toy scenario for a batch learning application. For
batch learning, when all the data is available for calibra-
tion, Platt calibration methods uses entire data for building
posterior probability estimation model. For EVT based cal-
ibration, only the tail of the data is used for building estima-
tion model. We use this key observation to build a posterior



probability estimation model based on EVT for streaming
face recognition.

Given a SVM decision function f(x;), and a test sam-
ple x;, we have two independent estimates for posterior
probability estimation P(c | f(z;)) , where c is the class
under consideration. The first P, is based on Weibull cu-
mulative distribution function (CDF) derived from positive
class (match M) data. The second, Py, is based on re-
verse Weibull CDF from negative (non-match ) estimate,
which is equivalent to rejecting the Weibull fitting on 1-
vs-all negative (non-match) data. We consider the case of
P,(c | f(z;)) for our experiments. The Weibull distribu-
tion has 3 parameters: scale )., shape x. and location 7
and is given by:
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with z > 7., A, > 0 and x. > 0. For this work we use
LibMR provided by [28], which uses maximum likelihood
estimate to estimate the Weibull parameters. To estimate
the probability at any point x; belonging to a class ¢, we
use CDF derived from M, given below:
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It is interesting to note that Platt’s [25] original obser-
vation The class-conditional densities between the margins
are exponential, is roughly consistent with the Weibull-
based CDFs in eqn 5 . The difference is that the Weibull
CDF, while generally exponential, 1) has more parameters,
2) will have different parameter fits for the positive and neg-
ative classes using only positive or negative data respec-
tively. In addition, EVT allows us to use a very different
fitting process using only the extrema, which is more suit-
able when calibrating with limited data. Eqn 6 models the
likelihood of the sample x; being from match distribution
(M).

The overall approach can be summarized as follows:

1. Step 1: Incrementally learning all incoming samples
till predefined budget size B is reached
2. Step 2: Once budget size B is reached

(a) Calibrate data currently in buffer Platt probabil-
ities. Get sample with probability farthest from
random chance (maz||0.5 — p(z;)|] ).

(b) Incrementally unlearn sample with max differ-
ence from 0.5 from system

3. Step 3: Incrementally learn incoming training sample.
Go to step 2.

4. Step 4: Calibrate probabilities with samples currently
in the system. Obtain calibration parameters (3 param-
eters z > 7., A > 0 and k. > 0 for EVT calibration
and 2 parameters A, B for Platt calibration)

5. At any stage, perform prediction with model currently
in the system. Obtain probabilities based on calibra-
tion parameters wrt model currently in the system.

6 Experiments

Figure 3. The figure shows examples of images from La-
beled Faces in the Wild [12] dataset. The images con-
sidered in this dataset are taken in unconstrained settings
with no control on pose, illumination, gender or context. The
dataset contains images of about 5749 individuals with a to-
tal of 13233 images.

Dataset: In this section, we discuss our experiments on
the problem of face verification in the wild. In face veri-
fication, given two face images, goal is to predict whether
the images are from the same person. For evaluation, we
used Labeled Faces in the Wild (LFW) [12] dataset which
contains 13233 images of 5749 individuals, developed for
face verification. View 1 of LFW is used for building mod-
els, feature selection and finding optimal operating parame-
ters. View 2 consists of 6000 pairs of face images on which
performance is to be reported. The 6000 image pairs are
divided into 10 sets to allow 10-fold cross-validation. Over-
all classification performance is reported on “View 2” of the
dataset. Fig 3 shows examples of images from LFW dataset.

Features: We use classifier scores obtained from at-
tribute classification method described in [16]. Kumar et al.
[16] compute visual describable visual attributes for face
verification problem. Describable visual attributes are la-
bels given assigned to an image to describe any aspect of its
appearance (e.g. gender, hair color, ethnicity: Asian, eth-
nicity: European etc.). Kumar et al, compute attributes from
each pair of images in LFW dataset. Image-pairs can be ef-
fectively verified based on presence/absence confidence on
variety of these attributes. The total number of features per
image used were 146.

Protocol: We follow the protocol as proposed for LFW
dataset with minor modification. Training samples are in-
crementally added to the system, one sample at a time.
A budget size is specified for each iteration. Once the
prescribed budget size is reached, samples are incremen-
tally unlearned from the system by the method described in
Sec 4. For e.g. in a typical run, the system learns with 5400
training samples incrementally. At the end of the learning
process, the data present in the active set is saved for prob-
ability calibration. Calibration for unlearning is done with
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Figure 4. Performance of a leading budgeted stochastic gra-
dient descent method with removal strategy for budget main-
tenance compared with incremental learning method pro-
posed in this work on LFW face dataset. For each method,
average and standard over 10 splits of LFW is shown. Per-
formance obtained with LIBSVM [7] in batch mode is shown.
See Sec 6

data in the system at any given point of time. Test perfor-
mance is predicted on 600 pairs, as proposed in LFW pro-
tocol. At no time instant, the system is allowed to exceed
the prescribed budget size B.

We conducted a number of experiments to assess the
performance of the proposed system. Fig 4 shows com-
parison of performance of incremental learning/unlearning
algorithm proposed and a leading off-the-shelf technique
for budgeted online learning [9]. In their previous work,
Wang et al. [33] found budgeted stochastic gradient descent
(BSGD-remove) algorithm with removal strategy (sample
to be removed based on smallest norm with respect to cur-
rent SVM solution) to be a leading method. The perfor-
mance of BSGD-remove and the proposed algorithm im-
proves as the size of budget is increased. For very small
budget sizes, proposed incremental learning/unlearning
method performs worse than BSGD-remove. The perfor-
mance saturates around budget size 1200 for incremental
learning and 1800 for BSGD. For reference, the perfor-
mance obtained with batch learning (1950 support vectors)
with LIBSVM [23] is plotted. The performance of both the
methods is significantly worse when budget size is less than
the number of feature dimensions used for training. Thus,
the proposed methods perform better at most budget sizes
compared to a BSGD-remove. Henceforth, in our proba-
bility calibration experiments, we show the performance on
data obtained from incremental learning/unlearning method
presented in this work.

Probability Calibration: In earlier section 5, we dis-
cussed posterior probability estimation methods for stream-

ing face recognition problem. We first discuss a methodol-
ogy to evaluate calibration methods followed by our exper-
iments. Reliability diagrams are frequently used in meteo-
rology to assess the probability forecasts for binary events
such as probability of measurable precipitation. On X-axis
of reliability diagram, mean predicted value is plotted and
on Y-axis fraction of positives is plotted. This chart effec-
tively tells the user how often (as a percentage) of predicted
probability actual event occurs. Thus, the diagonal line join-
ing [0, 0] and [1, 1] represents ideally calibrated system [34]
[11]. Discrete Brier skill score (B.SSp) measures the accu-
racy of probabilistic predictions. This measure is often used
in weather forecasting to assess performance of a system
plotted on a reliability diagram. The general formulation of
the score is

N
BSSp = 3 3~ o) )
where f; is the predicted probability and o; is the ac-
tual outcome (binary) and N is total number of events. The
score ranges from [0, 1] with O representing ideally cali-
brated system and 1 representing worst possible calibration.
Fig 5 shows B.SSp plotted for different budget sizes for dif-
ferent calibration methods. For a fixed budget size, model
was learned incrementally with all the 5400 training sam-
ples for each LFW split. The data in the active set at the end
of the complete run is used to calibrate model (i.e. in case
of Platt, this data is used to estimate A and B params as de-
scribed in sec 5.1 and estimating the Weibull CDF param-
eters scale A\, shape x. and location 7, in Sec 5.2). Once
the models for both methods are calibrated, posterior prob-
ability is estimated for each example in the test set. This
process is repeated for each test set and each budget size.
The figure 5 represents average and standard error over all
the splits for these runs.

When data available is limited for calibration, EVT-
based calibration gives more reliable posterior probability
estimates compared to Platt’s method. When more data is
available, the performance of both the method converges.
EVT calibration focusses only on tails of distribution. As
budget size increases the amount of calibration data needed
by Platt calibration reaches closer to entire training set. In
case of EVT, only tails of distribution are required (irre-
spective of whether all or only part of the data is available
for calibration). These trends are reflected more clearly in
reliability diagram shown in Fig 6. When all training data
is available for calibration, both Platt and EVT calibration
oscillates around ideal calibration line, suggesting well cal-
ibrated models. When the models are calibrated using only
support vectors (this was obtained when budget size was
equal to total training samples and using only support vec-
tors for calibration), the calibration process, appears to os-
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Figure 5. Brier Score Analysis for varying budget sizes.
When limited data is available for calibration EVT based cal-
ibration gives more reliable posterior probability estimates
compared to Platt's method. When more data is available,
the performance of both the method converges. (The dis-
crete Brier Skill Score ranges from [0, 1] with O representing
ideally calibrated system and 1 representing worst possible
calibration.)

cillate further from the ideal calibration line. For smaller
budget size, this phenomenon is amplified.
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Figure 6. As the amount of calibration data reduces, the re-
liability of calibration for both Platt and EVT decrease but
the EVT degrades most slowly, e.g. consider the green solid
(platt) vs green dashedEVT). The EVT is much closer to the
diagonal, which is ideal reliability. EVT calibration provides
robust posterior estimations when limited data is available
for calibration. See BSSps for methods mentioned above in
table 6

In the table 6, BSSps for the examples plotted in 6 are
given for reference.

Iteration Type Calibration Method BSSp

All Training Data  Platt 0.1024
All Training Data EVT 0.1385
Support Vectors Platt 0.1345
Support Vectors EVT 0.1057
Budget 600 Platt 0.1285
Budget 600 EVT 0.1080
Budget 400 Platt 0.4939
Budget 400 EVT 0.1769

7 Discussion

In this work , we presented a method suitable for stream-
ing face recognition problem. We build on existing work on
incremental learning and adapt it to incrementally unlearn
training samples. Our system can operate on user-specified
budget and still yield comparable (and often better) per-
formance to existing off-the-shelf budgeted online learning
methods. We proposed a novel posterior probability esti-
mation method based on statistical extreme value theory for
streaming face recognition problem. We carry out thorough
analysis of the proposed method with respect to state-of-
the-art estimation technique and show our method provides
more reliable estimates for lower budget sizes. Finally we
demonstrate our results on a unconstrained face verification
problem and show the suitability of the proposed method to
handle long streams of data.

Although there many advantages to the proposed incre-
mental unlearning and EVT based calibration method, there
are some limitations. The incremental learning algorithm of
[5] scales with Budget size O(B?). Hence, for really large
budget sizes, other alternative learning approaches might be
practical. The space requirement of the algorithm is primar-
ily due to saving the state of the optimality (KKT) condi-
tions. Approaches such as Pegasos [30] save only SVM de-
cision boundary, however compromise significantly on ac-
curacy [33]. The proposed calibration techniques should be
useful for online learning, irrespective of the choice under-
lying budget SVM learning algorithm.

We considered a particular approach for unlearning of
training sample (described in 4). For streaming face recog-
nition, when the system gains input from multiple cam-
eras [10], a fast filtering mechanism could be devised based
on correlation or Nearest Neighbour approach. This could
ensure fast processing of incoming data, without explic-
itly adding all the training samples to the learned model
to adapt. A combination of proposed calibration technique
with methods in consumer face recognition offer an ex-
tremely interesting future direction [15]
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