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Abstract

Multiple research has shown the advantage of patch-
based or local representations for face recognition. This
paper builds on a novel way of putting the patches in contex,
using a foveated representation, and shows this improves
performance in difficult conditions. While humans focus on
local regions and move between them, they always see these
regions in “context”. We hypothesize that using foveated
context can improve performance of local region or patch
based recognition techniques.

The face images captured in uncontrolled environment
suffer greatly due to blur, scale, resolution and illumina-
tion. In such situations, a facial patch by itself does not
provide highly discriminative information for the patch fu-
sion algorithm to perform well. Correct patches may have
higher intra-subject variation and incorrect patches may
have lower inter-subject distance. To overcome this issue,
we define a context-patch which is a face region that con-
tains more information about a particular region and some
contextual information about the rest of the face region. We
divide the face images into multiple regions, and construct
a context-patch for each region. The low-resolution context
is tolerant of intra-subject variations but still responds to
many inter-subject differences.

We build multi-class SVMs per patch, with a face model
combining many independent context-patch classifiers. The
per-patch margins are normalized using Z-score normal-
ization and simple sum method is applied for fusion. We
show that by using the context-patch decision level fusion,
the identification as well as verification performance of face
recognition system can be greatly improved, especially in
the case of highly degraded images. We conducted the ex-
periments on the Remote Face Database and show the im-
provement over state of the art algorithms and the stan-
dalone patch fusion algorithm. While patch-based tech-
niques are often touted for handling occlusion, our testing
is on all the availble face data, with only natural occlusions
such as tree branches. We show that context patches, even
with our simple features and fusion, provide state of the re-
sults on these difficult problems.

1. Introduction

Face Recognition has received a lot of attention in the
biometrics systems because of the ease of acquisition (even
at a distance), availability, identifiability, human usabil-
ity/verifiability, and its accuracy on cooperative faces. How-
ever, the face images captured in an uncontrolled environ-
ment suffer greatly due to blur, illumination, pose , occlu-
sion, scale, resolution etc. A lot of work has been done
in the literature to address such issues. One of the chal-
lenges in such an uncontrolled face recognition if how to get
the discriminative information from such degraded faces for
recognition. Discriminative analysis of facial regions has
been used to boost the performance of face recognition in
the past. The few ways of making use of the facial patches
for face recognition are using the feature level fusion, score
level fusion. The real question considered in this paper is,
how to improve facial patches individuality for the fusion of
scores or decision level fusion, especially for difficult prob-
lems. While we do not want to mimic humans, it can be
useful to look at the human visual system for inspiration
and ideas, as it does very well at face recognition. The hu-
man visual system is a foveated system, with areas of very
high resolution and a broader area around it with less reso-
lution. It also views small regions/features then moves (for-
mally saccades) to another region. While there has been
work in modeling the saccades and visual search for faces
[16, 20], these models suggest that multi-resolution repre-
sentations and context play an important role. So a useful
question is how we can incorporate these ideas into auto-
mated face-recognition. We choose to do this using what
we call contextual patches.

In this paper, we demonstrate the power of a context-
patch approach for face recognition in medium blurred and
severely blurred images. A context patch is a facial region
which contains more information from a specific facial re-
gions and some contextual information from rest of the fa-
cial regions. We present one way of defining a facial contex-
tual patch, but expect readers can develop many useful vari-
ations on that idea. We use multiple context patches from
the face images and construct the multi-class SVMs. The
decision scores from the individual context-patch classifi-
cation are normalized and fused together for the final clas-
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sification.

While many others have analyzed patch-based tech-
niques with respect to things like occlusion, our experimen-
tal evaluation is focused on a real problem of face in difficult
settings. In particular we show that the context-patches im-
prove the face recognition performance on non-cooperative
recognition on blurry and degraded images, and outperform
the best reported results on that data.

The rest of the paper is formatted as follows: Chapter 2
gives the summary of related works in the area of discrim-
inative analysis and fusion for face recognition. Chapter 3
defines the proposed context-patch and the motivation be-
hind it. Chapter 4 describes the construction of individual
classifiers, score generation, normalization and fusion. We
show our experimental analysis and results in chapter 5 and
finally conclude in chapter 6.

2. Related Works

Extracting the meaningful and discriminative informa-
tion from the face images is still an interesting research
topic in Face Recognition, with litterly 100s of related pa-
pers; we discuss only a few most relvent papers. The ap-
pearance based features such as global features (e.g. sus-
paces with PCA, LDA,) or local features such as Gabor
features [14], Local Binary Patterns [1] have been popu-
lar in face recognition research. After the extraction of such
features, learning methods are often applied to analyze the
discriminative features with multiple groups declaring the
most discriminative part in the face, are discriminant fea-
ture are around eyes and central facial regions. Rather than
fixing certain regions or deciding a priori what is descrima-
tive, we will use multiple local patches and let the system
fuse them. We focus our related work on patch-based and
decision fusion for face recognition.

There are many patch based techniques, e.g [18, 3, 19,
?, ?] Local patch-based methods seek descrimative patches,
e.g. [?, 18] used gabor features from the local patches for
face recognition. In order to chose the most discriminant
features from the facial regions, they extracted the patches
from different regions of the face and use greedy algorithm
to progressively incorporate the patches in the larger subset
of the patches. The weights are learnt offline with the anal-
ysis of interclass and intraclass discriminability. [3] Extract
the candidate patches at multiple spatial resolution. So a
patch contains both high resolution as well as a low res-
olution (contextual) information. [19] used nearest neigh-
bor classifier for the individual facial patches classifica-
tion. The results from each such classifier are fused for
the recognition. Basically, the two ways of making use of
the facial patches for face recognition are using the feature
level fusion and decision level fusion. In feature level fu-
sion, the descriptive features of the patches are combined
in a way it represents the global face[17]. In the decision

level fusion, the classifiers that classify the corresponding
patches in the query and target images are combined or
fused together to boost the performance of face recognition
system[5],[11],[2],[9], [21], [19].

3. Context Patches
3.1. Motivation

Face recognition can use global or local features, and
this paper is focused on using local features or patches and
fusing the results. Local features are more robust to mis-
alignment, occlusion and other image degredations, and to
our knowledge, all of the modern state-of-the art systems
use local features. The question then is what features and
how to fuse them. Our motivation for this work not to de-
fine the “best” feature, but rather to address our hypothe-
sis that local feature “context”, such as in a foveated sys-
tem, can improve performance. That concept could be used
ontop of almost any feature set, offering the potential for
improvements in other systems. While looking for a fea-
ture descriptor to extract information at multiple scale, we
came across a LBP-like feature descriptor which is called
GRAB [17]. Because of the claimed superiority of LBP-
Like features(GRAB features) [17] over the standard LBP
features on low scale images, we decided to use the GRAB
features in our experiments. One of the advantages of these
GRAB features compared to the standard LBP features is
that it provides the multi-scale description of the images.
We use these relatvively simple LBP-like features in rect-
angular patches, and show how context and fusion can im-
prove these simple features to provide performance to state
of the art levels.

Information fusion can improve the performance of bio-
metrics system, [15], if it can combine useful independent
information. Classification error diversity and individual
classifier accuracy are the keys to performance in case of
information fusion methods [4] [10]. The fusion of mul-
tiple classifier is generally superior to the single classifier
when the predictions of its component weak classifiers have
enough diversity. At the same time when the weak classi-
fiers have reasonable accuracy. Poor weak classifiers which
do not have better performance than random guess can not
improve the performance of a fused classification system.
The two dominant ways of creating diversity in face recog-
nition are: 1. Using the different features from the face im-
ages and construct different learning algorithms to generate
the decision score. 2. Manipulating the training data while
using the same features and learning algorithm. We focus
on the just later as it makes the hypothesis of context easier
to directly test.

A patch based face recognition using one kind of features
which uses the scores from different facial regions for the fi-
nal classification employs the diversity obtained by manip-
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weighted
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A standalona-
patch

Aface Image A context-patch

Figure 1. From Left to Right: A face image, an example of a stan-
dalone patch of nose area, an example of a context-patch with the
nose area is sharp with more weight and rest of the area is blurred
with less weight.

ulating the training data. Since each facial patch contains a
different information, the weak classifiers built by learning
this information provide the error diversity for fusion. But,
it is important to know whether this error diversity comes
with classification accuracy as well.

3.2. Foveated and Weighted Context Patch

We explored ways of constructing the context-patches
which provide classification error diversity as well as ac-
curacy. Inspired by the Human Visual System which gives
weight to different human face regions via the information
obtained by fovea and parafovea at multiple fixations [7]
[12], we define a foveated context patch. A foveated context
patch is a foveated face image, where the patch under con-
sideration is foveal and rest of the face image is parafoveal.
We simulate this using two ways. One way of simulating
this idea is using a high scale information for patch under
consideration and a low scale information for the rest of the
image area.

Another way of constructing the context patch is by
using the higher weight on the patch under consideration
while giving less weight to the rest of the images and con-
struct the feature vector. We tried both approaches, and
decided a combined approach, with both spatial resolution
changes and added spatial weighting was the best.

Figure 1 shows an example of a foveated and a weighted
context patch. In this paper, we refer context-patch as a re-
gion with the high scale as well as more weight on that re-
gion with scale and less weight contextual information from
the rest of the face image. While we could use “smooth” re-
gion boundaries and guassian weighting, this was simpler
to implement.

4. Classification and Fusion

We build a separate classifer for each patch and fuse the
results. In particular a Support Vector Machine(SVM) [8]
is used for per-patch classification followed by z-score nor-
malization of the margins and sum fusion of the resulting
scores.

4.1. Patch Classification

Since Face Recognition is a M-class problem, we use
One-Against-All multi class SVM with the 44, SVM sep-
arating class ¢ from the rest of the classes. It constructs
k SVM models where k is the number of classes. We
divide a face image into N patches, construct N sets of
One-Against-All SVMs and obtain N sets of scores from
the decision functions. Suppose, s;; where, i = 1,...k,
7 = 1,... N is the decision value of j;, patch for ¢4, class.
Since these N sets of SVMs are constructed using different
training examples, the distribution of the scores is different.
Before, fusing the scores for final classification, a normal-
ization step is necessary. We use Z-score normalization for
that purpose.

Figure ?? show the accuracy of 64 classifiers built by us-
ing 64 face patches on a the degraded subsets of the Remote
Face Database. As shown in the figure, though the diversity
error is likely to be achieved from the classifiers from stan-
dalone patches, the accuracy from each patch is very low.
To solve this problem in difficult face recognition, we pro-
pose an idea of a context patch. A context patch is a facial
region which contains more information about a particular
region with some information about the rest of the facial
regions. This way, we can create the diversity in the classi-
fication error at the same time, do not have to compromise
with the individual classifier accuracy.

4.2. Normalization and Fusion

We use Z-score normalization technique to normalize
the decision scores (margins) obtained from the SVM patch
classification. Suppose S; = (s1;, ... Sk;) is the score vec-
tor obtained for patch j where k is the number of classes.
Suppose S;y, is the normalized scores after Z-score normal-
ization. The Z-score normalized score is given by:

S; — mean(Sj)

Sin = std(S;)

ey

The fused scores for final decision are obtained by sum-
ming up the normalized scores. The sum is simple yet ro-
bust way of fusing the scores. [10] S fusion = ((s11+S12+
--~+51N)a(521+522+--~+32N)a-~-7(5k1+5k2+-~-+
spN)) A test face image is given a label i**, which has the
largest values in S fysion.

5. Experimentas and Results
5.1. Datasets

The database for the experimental analysis for the pro-
posed approach is taken from the work of Jie et al. [13]
and is called Remote Face Database which we obtaind
from those authors. The database was acquired in an un-
constrained outdoor environment at a distance from 5Sm
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Figure 2. Patch Scores Distribution on subset 1(blured) on the top
and subset 2 (Severly degraded) on the bottom. The graphs shows
the recognition rate while using stand-alone patches and context-
patches for the recognition. It is clear from the graph that the diver-
sity of the recognition rate is similar in both stand-alone and con-
text patch cases. While the performance of the standalone-patch
by itself is much lower than the performance of the context-patch.

to 250m. The face images in this database suffer from
variations due to blur, poor illumination, pose and occlu-
sion. The database contains 688 clear images, 85 partially
occluded images, 37 severely occluded images, 540 im-
ages with medium blur/degradation, 245 images with severe
blur/degradation and 244 with poor illumination conditions.
In this paper, we use 540 images with medium blur as our
first probe set and 245 images with severe blur as the sec-
ond probe set. The gallery images are from the set of clear
images. All the images are cropped and resized to a fixed
size of 120x120 pixels.

Fig. 3 shows the variations in some of the sample images
from the database. The database contains 17 different sub-
jects, but signficant real-world difficult probe settings over
hundreds of conditions. The scores of the baseline compar-
ison algorithm have been presented in prior papers allowing
direct comparison on hard data with many images per per-
son.

This is a narrow experiment to test the “context patch”

hypothesis. While the data may seem small, by focusing
only on a smaller number of subjects, under hundred of con-
ditions, the experiment is more focused on the impract of
context-patch under lots of conditions to show the effect.
Our goal is not claiming this is the best recognition system,
which would take testing on a much larger gallery. Before
such larger testing, more experiments are needed to select
the the “best” features and patch geometry. But these exper-
iments do strongly suggests the hypothesis is confirmed.

5.2. Experimental setup

The first set of experiments consists of the procedure as
mentioned [13]. A face image is divided into different 64
facial regions, and GRAB features at multiple scale are ex-
tracted and concatenated to form a global and multi-scale
facial description. The feature vectors thus obtained are
classified using the One-Against-All SVMs. This approach
is applied in the medium blurred and severely blurred parti-
tions of the Remote Face Database. For each database, the
gallery images consist of the images from the clear subset
of the database. Figure 4 shows the results. Recognition
results are obtained by randomly sampling 3 images and 5
images respectively from gallery. We repeated the exper-
iments several times and took the average to arrive at the
final recognition results. The experimental protocol is sim-
ilar to the one mentioned in [13]. The baseline algorithm
presented in [13] consists of an algorithm involving KPCA,
LDA and SVM. The comparison of this baseline algorithm,
GRAB feature based algorithm and V1-Like algorithm is
given in figure 4

The comparison used with GRAB features from
standalone-patches followed by SVM classification and fu-
sion of the scores. In this technique, we divide a face into
multiple standalone-patches, extract the multi-scale GRAB
features from each patch and use multi-class SVMs for
patch classification. The decision scores thus obtained are
fused together for the final classification as mentioned in
section 4.2 . For the gallery set, use the same process
for the context-patch process. this way because we directly
compare the results of the feature level fusion, standalone-
patch fusion and context-patch fusion methods on the same
gallery images. We used one particular set of gallery im-
ages which consisted of 5 images. We did this experiment
on medium blurred and severely blurred partitions of Re-
mote Face Database.

The recognition rate is given in figure 5 and roc curve is
given in figure 6 and 7.

The thrid algorithm was using GRAB features from
context-patches followed by SVM classification and fusion
of the scores. This algorithm is used similar to the ex-
perimental setup described in other experimental setup ex-
cept instead of standalone-patches, we use the GRAB fea-
tures from the context-patches and use multi-class SVMs
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for classification. The scores thus obtained are normalized
and fused for final decision. The gallery images used for
this experiments are same as described earlier. The recog-
nition rate is compared to the GRAB feature based recog-
nition, standalone-patch recognition and V1-like algorithm,
in figure 5. The roc curve is in figure 6 and 7.

Final comparison algoirthm is a state of the art algorithm
(V1-like) mentioned in [14], who provided us code. This al-
gorithm is tested on the medium blurred and severe blurred
partitions of the Remote Face Database. We conduct the
experiments with the gallery of random 3 images and 5 im-
ages respectively for both the partitions. We also conduct
experiments on the fixed gallery size of 5 images for both
the partitions. The recognition results are mentioned in 4
and 5. The roc curves are in figure 6 and 7.

5.3. Results and Analysis

The comparison of GRAB feature based method and V1-
Like algorithm with the KPCA, LDA and SVM based base-
line algorithm presented in [13] is given in figure 4. As
shown in the graph, the rank 1 recognition rate of GRAB
and the KPCA/LDA algorithms are superior to the V1-Like
algorithm in medium as well as severely blurred images.
The performance of GRAB features based algorithm is
comparable to that of the baseline performance in medium
blurred images and superior to baseline in severely blurred
images. As in prior work, the results show that for all algo-
rithms, in both medium and severely blurred images the per-
formance increases as the number of gallery images per sub-
ject increases from 3 to 5. This experiment was done using
randomly sampling 3 and 5 gallery images separately with
the same probe images. This experiment shows that the per-
formance of GRAB multi-scale features are good descrip-
tors when the quality of the images is low. This is the reason
we decided to pick these features and build a context-patch
fusion based recognition system for better performance.

Figures 5 shows the recognition results of GRAB feature
based method, standalone-patch fusion method and context-
patch fusion method. The experiment was done on the same
gallery which consisted of 5 images for all 3 algorithms.
The results confirm our hypothesis that using context-patch
based score level fusion will improve performance com-
pared to basic standalone-patch score based fusion or SVM-
based feature level fusion. The recognition gains for the
most difficult, severely blurred images, is the most signfifi-
cant.

Figures 6 and 7 shows the ROC curves for verification
results on the medium blurred and severely blurred parti-
tions. It is clear that the context-fusion based method is su-
perior to any of the other methods in low false accept rate.

From all the experiments and results, it is very clear that
as the images get more degraded, and harder is it essential
to make use of most of the information available in the im-

Figure 3. Sample images of 2 subjects from the Remote Face
Database. From left to right:Clear images, medium blur images,
severe blur images

Blurred and Severely Blurred Dataset

B GRAB+5VM
B KPCA+LDA+SVM
WV1-like

Recognition Rate

Jimages

Blurred

5images 3 images 5images

Severely Blurred

Figure 4. Recognition rates of 3 face recognition alrogithms
on medium blurred and severely blurred images from Remote
Face Database. The results show that the GRAB descrip-
tors based face recognition method is superior to both base-
line(KPCA+LDA+SVM) and V1-Like method. But in blurred
dataset, the recognition results of GRAB feature based algorithms
is comparable to that of the baseline algorithm.

ages for better recognition and verification purposes. The
proposed a way of describing the facial regions with the
context information is one of the ways of making most out
of the information available in the degraded images.

6. Conclusion and future works

Current face recognition algorithms are limited when
it comes to recognition in uncontrolled face recognition.
While considering the information fusion for face recogni-
tion on images from such unconstrained situation, it is im-
portant to anylyze how much dicriminative information is
available for fusion for the fused system to perform well. In
this paper, we hypothesize that using contextual-patches, a
simple type of foveated images, can improve perofmrance.
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Blurred and Severely Blurred Dataset
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Figure 5. Comparision of Recognition Rate of GRAB feature
based , Standalone-patch fusion and Context-patch fusion algo-
rithms. All these methods use the same GRAB descriptors. The
methods only differ in the way the patches are combined together.
The first one uses the feature level fusion from patches, second
uses the fusion of decision scores from standalone-patches and the
third one uses the fusion of decision scores from context-patches.
The context-patch fusion method outperforms the feature level and
standalone patch fusion and the performance gain is especially
high on severely blurred images

s Blurred Dataset
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Figure 6. ROC curve, Medium Blurred Dataset: This shows the
effectiveness of context-patch on very low false accept rate. The
context-patch based fusion approach outperforms the GRAB fea-
ture based algorithm and a standalone-patch based algorithm as
well as state of the art V1-Like algorithm.

Our experiments provide initial comfirmation of that hy-
pothesis, though larger experimentation is still needed.

To compute define the patches we divided the facial im-
age into multiple regions and defined the context-patches
with more information from a particular spatial region as-
sociated, combining it with low-resolution data (the contex-
tual information) from the rest of the face regions. Multi-
class SVMs are used for the per-patch classification for the
context-patches and the decision scores are z-score normal-
ized and fused. Experiments on Remote Face Database
demonstrated that the proposed method has promising re-

Severely Blurred Dataset
=== GRAB+5VM
—fi—Context-Patch Fusion
=i StandAlone-Patch Fusion
i/ 1-Like

12

True Accept Rate
[=] [=]
E- [=]
‘s—\
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0 0.04 0.08
False Accept Rate

Figure 7. ROC curve, Severely Blurred Dataset:This shows the ef-
fectiveness of context-patch on very low false accept rate. The
context-patch based fusion approach outperforms the GRAB fea-
ture based algorithm and a standalone-patch based algorithm as
well as state of the art V1-Like algorithm

sults especially when the image quality is highly degraded.
We compare our method to the state of the art algorithms
and achieve better performance.

In future work, a detailed analysis on the value of context
in patch-based face sould be done as well as much larger
experiments. Such future work whould examine how much
of the context information along with a specific patch in-
formation could be useful instead of the whole face images
to reduce the computational complexity. Also, more robust
decision fusion methods could be studies. In addition the
choice and location of “local regions” should be examined.
Researchers developing patch-based techniques are encour-
aged to try adding context to their methods.
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