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Adapting GRAB Features for Unconstrained Face Recognition

by Ethan Rudd

In this thesis we research and develop approaches for incorporating intra-image scale

information into grid-based feature vectors for facial recognition. We use GRAB (Gen-

eralized Regions Assigned to Binary) as a base feature type and estimate intra-image

scale using a rigid 3D model and an active appearance model (AAM). We assess our

results using the View 2 protocol for the Labeled Faces in the Wild (LFW) dataset. A

survey of face shape and texture modeling in the context of recognition is included.
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Chapter 1

Introduction

Although face recognition technologies have gained increased attention and accuracy in

recent years, unconstrained face recognition still has limited application due to difficul-

ties that have yet to be overcome. These difficulties stem from a wide range of factors,

including but not limited to, scale variations between gallery and probe, blur, noise in

illumination intensity, fiducial point detection and alignment errors due to variations in

pose and expression, occlusions, and classification algorithm limitations. Put mathe-

matically, unconstrained face recognition requires minimizing noisy variance while max-

imizing discriminative variance. To get an idea of the unconstrained problem, consider

figure 1.1: On the left hand side are unconstrained images of Angelina Jolie taken from

the Labeled Faces in the Wild (LFW) [10] dataset. On the right hand side are images

of different individuals from a constrained gallery. A machine learning algorithm could

do a reasonable job discriminating between a match and a non-match of a constrained

probe image to an identity in the constrained gallery by simply examining the relative

locations of the images in a feature space built from raw pixels or histograms of pixels.

However, given any of the unconstrained images on the left hand side, any person of

similar pose, albedo, expression, hairstyle, sunglasses, makeup, etc. could easily exhibit

less per-pixel difference with a given image of Angelina Jolie than two unconstrained

images of Angelina Jolie with each other.

Work to address accuracy limitations due to unconstrained factors must necessarily be

conducted across multiple stages of the recognition process. Although what constitutes

the recognition process per se is implementation dependent, all face recognition imple-

mentations have two components in common: feature extraction and classification. At a

high level, face recognition is simply another machine learning problem, in which the fea-

ture vectors extracted from a set of gallery images, along with their corresponding class

labels, are submitted to a learning algorithm which learns the classifier that, by some

1



Chapter 1. Introduction 2

Figure 1.1: A constrained gallery of faces and an unconstrained gallery of faces. Constrained
gallery courtesy of [1]. The constrained faces are taken from the Labeled Faces in the Wild

(LFW) dataset.

Figure 1.2: Which of the two images is more similar? Humans recognize the pair on the
right as having the same identity. In a pixel-wise feature space, however, the pair on the left

is closer by a Euclidean metric even though the facial identities are quite different.

mathematical criterion, best separates classes within the training data. During testing,

feature vectors from probe images returned by the feature extractor are submitted to

the learned classifier.

Improvement of learning algorithms is a relevant and important area of research both

within and far beyond the domain of face recognition. Regardless of the choice of learning

algorithm and classifier representation, however, classification performance is contingent

both on the statistical representation of the training data and on the statistical relevance

of features used for classification. Attempts to bolster unconstrained face recognition

features are numerous, largely due to the number of free parameters.

A popular means of addressing scale variations, for example, is to incorporate multi-

ple scales into the feature vector. This can be done with both grid-based 2D features,

such as GRAB (Generalized Regions Assigned to Binary)[11, 12], in which the feature

vector consists histograms of texture sampled regions over an image at multiple scales,

or keypoint-based features, such as SIFT (Scale Invariant Feature Transform) [13] and

SURF (Speeded-Up Robust Features)[14], in which keypoints are isolated via a differ-

ence of Gaussian convolutions in scale-space, noise and edges are removed via contrast
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thresholding, and keypoints between images are matched and compared by local gradient

behavior. Disadvantages of GRAB and similar grid-based methods include sensitivity to

alignment and occlusions and the fact that additional scales increase the length of the

feature vector and therefore classification time complexity. Disadvantages of keypoint

methods include computation costs and the dearth of keypoints in blurry images. Grid

based features can be made more robust to illumination and pose variations via affine

normalizations based on detected fiducial coordinates and lighting normalizations such

as self quotient image (SQI) [15]. However, pose normalization does little to counteract

out of image plane rotations. Such rotations are also a problem for keypoint methods,

since keypoints vanish due to the self-occluding geometry of the human face.

Many of the illumination-robust features in the literature rely on combining multiple

gallery images of a single subject into a relatively illumination invariant subspace and

projecting each probe image onto that subspace for comparison. These approaches have

a major drawback in that they assume the availability of multiple gallery images for each

subject, sometimes with specific lighting characteristics. Such an abundance of favorable

images is improbable in many of the unconstrained face recognition applications in which

illumination irregularities are especially problematic. Certain quotient image techniques,

however, such as SQI (Self Quotient Image) and its spinoffs [15, 16] exploit the fact that

illumination noise is of low spatial frequency with respect to identity information within

the image1, and can largely be overcome by dividing the image in question by a Gaussian

convolution on that image, which has the effect of a high-pass filter, removing the low

spatial frequency components.

Figure 1.3: Examples of self-quotient image (SQI) illumination normalization from [2].

Associate-predict models, introduced in [17] by Yin et al., address both the problems of

pose and illumination variations in a novel way: Based on the observation that variations

1This is provable by spherical harmonics analysis.



Chapter 1. Introduction 4

in pose and illumination explain a greater fraction of variance within images than do

identity related variations2, appearance prediction associate-predict models estimate

the pose and illumination of both probe and gallery images as the closest statistical

match to the average of all poses and illuminations within the MULTI-PIE dataset

(assumed disjoint from both probe and gallery). If the illumination and pose of probe

and gallery are sufficiently close (i.e., within a specified statistical threshold), probe and

gallery are simply submitted to the classifier. Otherwise, associate-predict partitions

both gallery and probe image into regions, and looks for the closest match subject for

the same region for the estimated pose and illumination within the MULTI-PIE dataset.

Once the subject is found, for gallery and for probe, the gallery region is replaced by

the region of its closest MULTI-PIE match for the probe’s pose and lighting. A dual

procedure is carried out for the probe. The probe region modified to match the gallery

in both pose and illumination is compared to the original gallery region. Likewise, the

modified gallery region is compared to the original probe region. A weighted sum of

the similarity between gallery and probe is submitted to the classifier for that region.3

The same process is carried out for the entire probe image. For gallery and probe

images of sufficiently different pose or lighting, associate-predict effectively obtains an

approximation to the original probe (gallery) image normalized in illumination and pose

to the gallery (probe) image.

2D and 3D model based methods take an entirely different approach, attempting to syn-

thesize shape and texture representations of the face in question from one or more input

images. Models can then be used for recognition by fitting them to the gallery/probe

faces in question and generating new virtual images normalized for pose, lighting, and

expression for 2D feature construction, using model parameters themselves as features,

or using the model to augment 2D features. While 3D methods can model the full 3D

face and environment parameters, including camera angle, focal length, location of the

light source, and illumination model, 2D models commonly use machine learning in con-

junction with interpolation and warping schemes to model in-plane rotations. In some

respects, 2D and 3D models are the most capable methods of approaching unconstrained

face recognition, but they have several disadvantages: First, the quality of the fit de-

pends on the quality of the gallery and probe images themselves as well as how the model

is constructed: a popular approach to model construction seen in ASMs (Active Shape

Models), AAMs (Active Appearance Models), and 3DMMs (3D Morphable Models) is to

represent models as a linear combination of eigenfaces decomposed from a ground-truth

dataset of shape and/or texture. The dataset therefore must be representative of the

2This can be observed in principal components analysis, when discarding the component correspond-
ing maximum magnitude eigenvalue yields superior recognition performance.

3This weighting corresponds to the statistical similarity between the approximated gallery (probe)
region and the original gallery (probe) region.
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modes of variations seen in the face images to be classified. If the model’s basis shapes

and textures are not representative, or the gallery and probe images are blurry, then

model fitting will be poor. Second, although the face can be well well represented as

superpositions of eigenfaces, other aspects of the human head, including hair, eyeglasses,

and facial jewlery cannot, and can induce errors in the recognition algorithm when fit-

ting the model to images. Finally, accurate fits of sophisticated model representations

to images demand hefty serial computation costs. Although 2D ASMs and AAMs can

be fit to images in real-time, accurate 3DMM representations cannot.

In this thesis, we discuss our work to address two correlated aspects of unconstrained

face recognition: namely pose and scale variations. Unlike [11], which addresses scale

differences between entire gallery/probe images, we address local scale variations within

images which exist due to pose differences between the faces in the images. Our aim

is to develop grid-based features which are more resilient to pose variations at low

computational expense by leveraging 2D and 3D models. To this end, we implement

two novel approaches: one which fits a generic 3D model to the image in question

and uses the relative scale of the model points to imbue the feature vector with rough

scale information and face location information. The second approach uses a 2D active

appearance model to find mesh points on images and using these mesh points adjust

the local scale at which GRAB features are extracted. The remainder of this thesis is

structured as follows: Chapter 2 discusses related work, focusing on different types of

2D/3D models and their application to face recognition as well as their formulation of

GRAB features. Chapter 3 discusses our techniques for using models to synthesize scale

information into GRAB feature vectors. Chapter 4 discusses our experiments, dataset,

and results. Chapter 5 concludes.



Chapter 2

Related Work

In this chapter, we review previous work related to leveraging appearance and shape

models for pose robust face recognition, as well as the formulation of Generalized Regions

Assigned to Binary (GRAB) grid based features, the 2D features which we augment with

pose information in later chapters. The pose problem is epidemic to unconstrained face

recognition and many pose-invariant and pose-adaptive approaches have been developed

that do not involve 2D or 3D shape and appearance models. Our aim in this section,

with respect to 2D and 3D models is to provide the requisite theory, framework, and

survey of similar approaches to be able to communicate the motivation and theoretical

basis of our approach. Likewise, GRAB is only one of several grid-based feature types.

We focus on GRAB, simply because we chose to use this feature type in this thesis for

its generalized nature which makes it suited to augmentation in several respects; The

reader should not believe that GRAB is the end all, be all of grid-based features.

2.1 2D Models

2.1.1 Active Shape Models

Active shape models (ASMs) are models in a coordinate frame centered about an object

type in question[18]. For pose robust face recognition, the object type is the human

face, although ASMs can represent any topologically invariant object type, for example,

ASMs were originally applied to organ detection in medical imaging [18].

For face recognition purposes, ASMs are built from training sets of labeled landmarks

on the human face. The intuition behind the application of ASMs is straightforward:

pick an initial rough approximation to the location of the face, given an initial (e.g.,

average) set of shape parameters, then iteratively optimize the shape parameters until

6
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the model converges to the face in question. From there, the pose can be estimated and

corrections can be performed.

Figure 2.1: An ASM fit to several images of celebrities.

The procedure for building an active shape model consists of first acquiring a training set

of face images with N ground truth landmarks, labeled by their X and Y coordinates.

The images are then normalized into a common coordinate frame.

A rank-f dimensionality reduction is then applied via principal components analysis

(PCA) so that for any facial landmark configuration X, that landmark configuration

can be approximated by X ≈ X̄+Pb, where P is a matrix containing the f eigenvectors

of the data matrix explaining the greatest amount of variance (i.e., the eigenvectors

with largest corresponding eigenvalue), and b is a vector containing weights on these

eigenvectors – the modes of variation, as it were. The purpose of the dimensionality

reduction is both to make optimization more manageable and to avoid overfitting on

new images – i.e., images not in the training set. The modes of variation are completely

dependent on the data, and hence a generalizeable model demands a well labeled training

set, varying in demographic, expression, and pose. Modes of variation corresponding
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to highest variance often explain macroscopic differences within an image such as pose,

facial geometries, and major expression variations, while modes corresponding to smaller

variance within the dataset explain discrepancies between images in minor expression

variations.

Although the kth mode of variation may seem to correspond to a particular change, for

example a change in head pitch, one must be careful not to impute any meaning to this

observation beyond the fact that this mode corresponds to the kth orthogonal distortion

of highest variance within the dataset in 2N−D dimensions. A few more or less training

images could lead to a wildly different result. In other words, the modes of variation

are directly learned from the training set via a linear model and do not correspond to

an underlying physical model of head pose and expression.

Once PCA decomposition is performed and the model acquired, the coefficients on the

modes of variation can be altered to fit the model to new face shapes by some optimiza-

tion criterion, e.g., by minimizing the sum of the squares of residuals between the model

landmark points and the image landmarks in question. The optimization procedure is

carried out as follows: First, the model is initialized to the mean shape by zeroing all

coefficients in the shape parameter vector. Candidate model points on the image are

located and a similarity transformation (translation, rotation, and uniform scaling) is

learned1. Note that the similarity transformation is with respect to the model points

back projected into the original image space; not the dimensionally-reduced model space.

Once the similarity transformation is learned, its inverse is used to project the candidate

image points into the model space and projected into the plane tangent to the mean

model. The model parameters are then updated so that the model and the projected

image landmark estimates align. The procedure is iterated until convergence is reached;

i.e., when further iteration produces negligible change on the shape parameters. Of-

ten, shape parameters are constrained to ensure plausible face shapes. This is done by

bounding each mode of variation by a multiple of its corresponding eigenvalue.

When fitting ASMs to actual images, the choice of fit function becomes relevant, since

the landmarks must be detected. A näıve choice is minimizing the sum of squares of

orthogonal distances between model points and the nearest strong edges2 However, facial

landmarks do not always lie along strong edges – consider for example the tip of the

nose. A better approach consists of statistically learning from the training set itself

the pixel intensity behavior to search for, by building statistical models of gray level

pixel structure normal to the boundary of the shape defined by the landmark points.

1Several optimization methods can be used here to learn the similarity transform, depending on the
optimization criterion. A least squares loss function is often employed here for simplicity, lending the
problem well to least squares regression or gradient descent.

2Edges can be extracted via a thresholded gradient or Laplacian image, or even better via a Canny
edge detector.
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By treating each channel separately and aggregating the result at each stage of the

iteration, the approach can easily be extended to synthesize color information as well.

The gray-level modeling procedure outlined in [18, 19] consists of sampling 2k+ 1 pixels

for each landmark point. k adjacent pixels lie on each side of each landmark point and

are orthogonal to the shape defined by the landmarks. To attenuate global intensity

biases, each vector consists of the normalized derivative of the pixel intensity values

rather than the raw intensities themselves. After sampling for all training images, N

sets of normalized sample vectors are obtained, each set corresponding to a landmark

point. A 2k + 1 dimensional Gaussian is then fit to each set and the mean vectors and

covariance matrices are obtained. The quality of fit of an estimated landmark point is

then assessed by the Mahalonobis distance parameterized on the mean and covariance

matrix corresponding to that point. Under the multivariate Gaussian assumption, the

most probable a posteriori estimate for a landmark point lies along the line normal to the

a priori estimate at the pixel location at which the Mahalonobis distance is minimized.

During the search, points on each side of the current point are sampled. The pixel

location of maximum probability is chosen for each new estimated landmark point and

shape and pose parameter updates are performed.

To better accommodate the multi-scale nature of real images, decrease convergence time,

and mitigate false positive landmarks, a coarse-to-fine scale space search is generally per-

formed. Once the algorithm has converged for a particular scale, the model parameters

are saved and used to initialize a search at a finer scale.

2.1.2 Active Appearance Models

Active Appearance Models (AAMs) can be considered extensions to ASMs which in-

corporate image texture – i.e., the pixel intensity patterns over patches in the image.

Instead of simply fitting shape, AAMs can be used to generate virtual images corre-

sponding to parameter choices. Like ASMs, AAMs are attractive in that they offer a

description of the image with a small number of parameters. There exist methods that

incorporate texture into ASMs, but AAMs take a different approach, combining shape

and texture parameters into one statistical model.

AAMs, are trained using a set of annotated images, with landmark points marked on the

face defining the main features. First, PCA is performed on the landmark points. Each

image is then warped so that its corresponding landmark points line up with the mean

shape and texture is sampled and energy-normalized at specific locations for each image.

PCA is then performed on the texture vectors. The eigenshapes and eigentextures are

then concatenated and another round of PCA is performed. The end result is a synthesis
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of all shape and texture information into one statistical model, so that an image’s shape

and texture can be reconstructed by

x = x̄+ Qsc (2.1)

g = ḡ + Qgc, (2.2)

(2.3)

where c is a vector of model parameters, x is the shape, x̄ is mean shape, g is texture, ḡ

is the mean texture, and Qs,Qg are matrices containing the modes of variation in shape

and texture.

Fitting an AAM to an image involves minimizing the difference between the real face

image and a virtual synthesized face in texture projected space. Given parameter vector

~p, and residual ~r(~p), the residual at a small perturbation δ~p from the parameter vector

is given by the first order Taylor series expansion3

~r(~p+ δ~p) = ~r(~p) +
d~r(~p)

d~p
δ~p (2.4)

Setting the derivative of squared error (~rT~r) to zero allows us to pick δ~p so as to minimize

the residual. The solution is

δ~p = −R~r(~p);R =

(
∂~r

∂~p

T ∂~r

∂~p

)−1
∂~r

∂~p

T

. (2.5)

Due to a relatively large number of parameters needed to explain an acceptable portion

of variance this is a computationally difficult optimization problem. However, Cootes et

al. made the following observation: For each face fit, the optimization is similar and this

similarity can be leveraged as a prior in the fitting algorithm by modeling relationships

between error and parameter adjustments offline in a linear model. The offline approxi-

mation is feasible because the optimization occurs in normalized projected texture space

– not the raw image space. This approximation amounts to solving the gradient ∂~r
∂~p and

implicitly R offline, a task which can be accomplished by generating a training set of

3~r is a vector, so d~r
d~p

is a matrix whose ijth element is d~ri
d~pj

.
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perturbations in model parameters from the known optimum and computing a weighted

average of the residuals.

The final fitting algorithm becomes a procedure of projecting the sampled texture into

texture space, determining the residual, solving for δ~p and setting ~p ← ~p + kδ~p, where

k ≤ 1, adjusting the model by the new ~p value, sampling the texture at the new model

points, projecting back into texture space and analyzing the residual. If the residual has

been reduced, then the algorithm continues. If the residual has increased, ~p is returned

to its previous value and k is reduced. When reduction in the residual below a certain

threshold stops, the algorithm terminates. As with ASMs, a coarse-to-fine strategy is

employed, via a scale-space pyramid.

Figure 2.2: An AAM image search over several iterations of the algorithm. The accuracy
of the final result is spectacular, although lack of background noise makes the fit easier. Image

courtesy of [3].

2.1.3 Leveraging 2D Models

When leveraging 2D models for pose normalization/invariance, a key difficulty is out of

plane image rotations – a degree of freedom which 2D methods inherently lack. How-

ever, 2D methods can still be used to synthesize 3D faces by statistically learning the

changes in 2D shape in either image space or feature space at patches on the face and

interpolating.

For example, in [4] Chai et al. justify that for pixel-wise aligned Lambertian faces

of different poses, there exists an approximate linear mapping between images under

different poses. After all, an image is simply a projection of a rotated 3D facial structure;

Both rotation and projection are linear operators. Of course, projection reduces rank,
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but missing points on the face due to occlusion constitute a relatively small number which

can be inferred/estimated via linear interpolation/extrapolation of nearby points on the

face. Globally linear regression (GLR) aims to learn the inverse rotation/projection

operation to map a rotated image back to its frontal pose for an arbitrary face. For each

pose, the regression is carried out on a training set, with pairs of frontal and non-frontal

images of the specific pose as observations. A least squares estimate is obtained in 2D

image space. Due to differences in face geometries/albedos for individual people/images,

however, as well as the extreme difficulty of pixel-wise alignment – images are typically

aligned via only a few fiducial points. Therefore, Chai et al. ultimately turn to locally

linear regression (LLR), performing regression on overlapping local patches, using a

cylindrical face model for patch selection on non-frontal faces. In reconstructing the

frontal pose, patches are recombined, by fusing overlapping regions.

Figure 2.3: Mapping a non-frontal view image to frontal view using linear regression and
interpolation. Image from [4].

In [20], on the other hand, Jiménez and Castro take a different approach, construct-

ing statistical models of in-plane pose variations and synthesizing virtual views via thin

plate splines interpolation. The pose parameters are isolated by observing changes to

the model obtained from toggling weights on the eigenvectors. Naturally, the param-

eters relevant to pose depend on the dataset, from which the model is constructed.

Hence, Jiménez and Castro used a dataset with great pose variation and little expres-

sion variation, causing the pose parameters to be associated for the most part with the

top principal components. They further introduced virtual symmetric meshes to the

dataset in order to decouple identity/expression variations from rigid pose variations, a

technique for which they provide theoretical justification. Rather than attempt to warp

the face image onto a mean face via a piecewise-affine transformation, thereby shear-

ing out important identity information, Jiménez and Castro use localized Gabor jets

– responses from convolutions with banks of Gabor wavelets – as features. Gabor jets

are popular local features for pose-invariant matching without image normalization, and

although their discussion is not specific to ASMs/AAMs, Jiménez and Castro provide

several useful similarity measures for matching Gabor jets and graphs of fiducial points

obtained either via an elastic bunch graph search or via ASMs/AAMs in [5].
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Figure 2.4: Gabor jets are localized features which can be obtained for specific model points
on an image via convolution with banks of Gabor wavelets. Image from [5].

2.2 3D Models

2.2.1 3D Morphable Models

3D morphable models (3DMMs) are similar in concept to ASMs and AAMs. 3DMMs

are parametric reconstructions, where each face is represented as a linear combination

of exemplar faces from the gallery. Both shape and texture are sampled for each of

the exemplar faces and each exemplar face is normalized in 3D in a common pose

about a common origin, a 3D correspondence, in computer vision and computer graphics

parlance. Rather than relying on sparse landmarks as ASMs and AAMs do, however,

3DMMs sample shape (the surface of the face) and texture (the color of the face) in 3D

at n points, cylindrically uniform in azimuth and altitude. Hence, the shape of the ith

face can be represented as the vector Si = (x1, y1, z1, . . . , xn, yn, zn)T , while the texture

can be represented by the vector Ti = (r1, g1, b1, . . . , rn, gn, bn)T , where Si and Ti ∈ R3n.

New faces of shape Ŝ and texture T̂ can be synthesized via the linear combinations

Ŝ =
∑

i aiSi and T̂ =
∑

i biTi, where ai and bi are scalar weights under the constraint∑
i ai =

∑
i bi = 1.

For practical computation purposes as well as noise attenuation, dimensionality reduc-

tion by principal components analysis is performed on 3DMMs. For both shape and tex-

ture this involves subtracting all faces from the mean face, performing separate eigende-

compositions of the associated covariance matrices for the data, ranking the eigenfaces

by their associated eigenvalues, and discarding eigenfaces that explain little variance.

The rank-F approximations for shape and texture are then given by
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Ŝ ≈ S̄ +

F−1∑
i=1

αisi

and T̂ ≈ T̄ +

F−1∑
i=1

βiti,

where si are orthogonal eigenshapes, ti are orthogonal eigentextures, and αi and βi are

the corresponding coefficients in projected and rotated space. If F is equal to n, then

the approximation becomes an equality. The F − 1 superscript on the summations is a

consequence of the fact that one degree of freedom is absorbed in the centering about

the mean face.

As with ASMs and AAMs, statistical measures must be taken to ensure that 3DMMs

produce shapes corresponding to plausible faces. Blanz and Vetter approach this by

examining the statistics of their dataset. Under the assumption that ~α and ~β values are

distributed as F − 1 dimensional Gaussians which are well summarized by the training

set, the probabilities that a synthesized face’s shape and texture coefficients correspond

to real shapes and textures are given by the probability density functions

p(α) = (2π)(−
F−1
2

)|ΣS |(
−1
2
)e
− 1

2

∑F−1
i=1

(
αi
σi

)2
(2.6)

p(β) = (2π)(−
F−1
2

)|ΣT |(
−1
2
)e
− 1

2

∑F−1
i=1

(
βi
σi

)2
(2.7)

where the |σ|s are the respective determinants of the texture and shape covariance

matrices. These PDFs can be used to bound shape and texture texture parameters by

their minimum corresponding probabilities and thereby bias the 3DMM toward realism.

Although 3DMMs have many applications beyond the realm of face recognition, in face

recognition, the objective is to fit a model to one or more images. Once a fit is acquired,

several matching methods can be employed. Among these matching methods are pose

normalization, where the model is used to aid in linear algebraic normalizations to

frontal view of probe and gallery images in question, synthesis, in which virtual gallery

or probe face images are generated for a corresponding match in pose and illumination

to the gallery/probe image in question, and parameter matching, in which gallery and

probe fitting parameters are compared for recognition[21]. In each case, the common

step is the algorithm for fitting a 3DMM to one or more face images.
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Figure 2.5: Images of 3D morphable models, courtesy of [6]. On the left, in the top two
panes, we see original images along with 3DMM reconstructed images. The virtual images
are difficult to discern from the original images. On the right, we see that by cleverly altering
parameters on a 3D morphable model, one can make Forrest Gump appear to gain or lose

weight and even perform the unthinkable act of smiling.

The algorithm employed to this end is discussed by Blanz and Vetter in [6], and is

effectively and optimization algorithm over shape parameters contained in ~α, texture

parameters contained in ~β, and environmental parameters, contained in ρ. Environment

parameters might include pose or camera angle, scale, camera distance, ambient and

directed light intensities in all 3 channels, color contrast, light direction, light contrast,

and surface shininess. Since this thesis focuses on the pose problem, for understanding

purposes, the reader may think of ~ρ as containing only pose information.

Often, ~α and ~β vectors are zeroed, i.e., the original shape and texture parameters are set

to those of the mean face. The initialization of ρ may often be improved with a priori

knowledge, given, e.g., by fiducial points detected by a cascade classifier. The 3D model

is then rendered in the 2D plane, a procedure which can be as simple as orthographic or

perspective projection of red, green, and blue channels for the given pose of the model,

or can involve complicated illumination models depending on the parameters within the

environment vector. Blanz and Vetter use the Phong illumination model [6]. Once a

model is rendered, a rasterized representation of the image can be obtained, where

Imodel(x, y) = [ImodR(x, y)|ImodG(x, y)|ImodB(x, y)]T .

The residue between the image reconstructed from the model Imodel and the original

input image I can then measured via a least squares, Euclidean distance metric
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EI =
∑
x,y

||Imodel(x, y)− I(x, y)||2. (2.8)

However, there are two problems with simply minimizing over equation 2.8. First, real

images may contain background or foreground objects (e.g., glasses) with “face-like”

geometries, a bad match which looks little like a real human face may do a better job

of minimizing least squares error over an image than a match which a human would

classify as correct. Therefore, it is necessary to balance the probability that the model

parameters correspond to a face with the goodness of fit.

The second problem is that although the rendered image derived from the model can be

precisely parameterized, the input image is noisy about any projected paramerization

of the 3DMM. Assuming that this noise is Gaussian, with standard deviation σN , the

probability that the correct image is parameterized with least squares error EI observed

error goes as a 1D Gaussian with standard deviation σN . Parameterized in terms of EI ,

p(EI , µ, σ) = 1
σN
√
2π
e−

EI
2

2σ2 is the probability that the model matches the input image.

The optimization problem can then be described as, follows: Given multidimensional

Gaussians PDFs corresponding to shape, texture, and environment parameters and the

1D PDF corresponding to “correct” observation of the input image in terms of model

parameters, obtain a maximum a posteriori (MAP) estimate of parameters. Bayesian

statistics teaches us that this corresponds to minimizing the squared sums of parameter

values weighted by their respective variances. In other words, the objective becomes to

minimize the cost function

E =
EI
σN 2

+
∑
i

αi
2

σS,i2
+
∑
i

βi
2

σT,i2
+
∑
i

ρi − ρ̄i2

σρ,i2
.

The optimization problem is nonconvex and would be entail substantial complexity to

perform using all mesh points and texture samples over the 3DMM. Instead, Blanz and

Vetter randomly select K points to achieve both some resilience against shallow local

minima and cut down on computational complexity. Intricacies of the optimization

algorithm, specifically involving the Phong illumination model are discussed in [6]. At

a high level, however, the optimization problem is simply solved by gradient descent or

stochastic gradient descent on E.

As with ASMs and AAMs, Blanz and Vetter employ four coarse-to-fine techniques in

their fit.
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1. Using a scale space pyramid they optimize first over low scales with a subsampled

model and use the acquired fits for initialization of higher scales.

2. They begin by optimizing over just the first few principal components and add

more components with additional iterations.

3. They adjust σN throughout the coarse of the algorithm. Specifically, they imbue

a larger variance to the “observed” input image value toward the beginning of

the fit and shrink this variance toward the end of the fit. This has the effect of

upweighting the importance of face shape and texture relative to the fit at the

beginning of the optimization and up-weighting the importance of the fit relative

to the face shape toward the end of the optimization.

4. Once a rough fit is obtained they optimize parts of the face separately so as to

increase the number of degrees of freedom and better match fine-grained details of

the face. After optimizing over parts, parts are stitched together via interpolation.

Although Blanz and Vetter produced their original paper in 1999, 3DMMs yield ex-

ceptional fitting performance, even to this date, and have been implemented in several

commercial applications[22]. As with ASMs and AAMs, 3DMMs are suited to modeling

non-rigid but topologically invariant objects. However, 3DMMs have their drawbacks.

First, even on modern computers, 3DMMs require tens of seconds to perform fitting.

Additionally, they sensitive to alignment, occlusion, and image quality. This means that

in unconstrained scenarios, 3DMMs may fail miserably. Although multiple images from

multiple angles may be used to generate a 3DMM [6], expression differences throughout

the images may also produce nontrivial results.

3DMMs can be applied toward pose robust face recognition in several ways: First, they

can be used to normalize off-pose faces to frontal, so that frontal images can be matched

to frontal images. Second, they can be used to render and match virtual faces using

traditional 2D algorithms. Third, recognition can be performed by comparing their

shape and texture parameters (~α and ~β). While all of these approaches have their

merits, the inordinate amount of time required for the fit limits the extent to which

3DMMs have been applied in unconstrained and real time recognition algorithms.

2.2.2 Adapting 2D Features via 3DMMs

A hybrid approach to pose robust face recognition pursued by Yi et al. in [21] is the

published approach most similar to ours in concept. Yi et al. use a 3DMM built only on

shape and pose information in conjunction with a rougher but faster fitting algorithm
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to overcome the heavy computational costs of fitting a 3DMM. The authors then use

the information gleaned from the fit to change how 2D features are extracted. Yi et al.

refer to this technique as pose adaptive filtering.

Once a shape-only 3DMM is obtained, Yi et al. define evenly-spaced feature points

within the image plane on the 3D face shape. Pose and shape parameters for a face in

question are then obtained via a 3DMM fit. The feature points are then projected into

the image plane and a bank of Gabor filters is used to extract features for classification.

During the fit, Yi et al. use a 3-view active shape model (ASM) to localize face shape.

To find each landmark within the image, their ASM employs a boosted cascade of

LBP classifiers. This process returns a probability map for each landmark. Once the

probability map is obtained, the mean-shift algorithm is used to move prior estimates

of the landmarks to their most probable locations. Empirically, Yi et al. found that the

3-view ASM works well from -60 to 60 degrees.

The fit then consists of the following optimization: Given landmark x on face image and

vertex index I on 3D model, the goal is to solve for pose ρ and shape ~α by minimizing

E = ||x− ρ(m(I) +

n∑
i=1

~αi ~wi(I))||22 + λ~αTΣ−1~α (2.9)

In equation 2.9, ~wis are the eigenfaces, λ is a regularization factor, Σ is the diagonal

matrix of singular values from the singular value decomposition – values which are

equivalent to the eigenvalues of the shape covariance matrix in this case. Equation

2.9 can be read as follows: for a given model point, the objective is to minimize the

regularized Euclidean distance between the 2D projection of the model’s landmark point

and the corresponding point on the image. The regularization term consists of the

product of a constant coefficient and an inner product, which amounts to the sum of

the squares of ~α’s elements weighted by the inverse of their respective singular values.

This means that the elements of ~α with high corresponding singular values – i.e., the

elements that explain more variance are allowed to vary more than those that explain

less variance. Alternatively, this can be viewed as letting the hyper-sphered elements

of ~α vary equally, a process known as data “whitening”. The error function is a trade-

off between goodness of fit and deviation from the peak location of the n-dimensional

Gaussian PDF.

In the design employed by Yi et al. ρ is a 2 × 4 affine matrix which is composed of

translation, rotation, scaling, and projection operations. Note that in order for equation

2.9 to make sense, homogeneous coordinates are assumed. Homogeneous coordinates



Chapter 2. Related Work 19

are non-Euclidean geometric coordinates, which can be used to represent points at infin-

ity. The 3D point (x, y, z) in Euclidean space is represented by the homogeneous point

(X,Y, Z,K) in homogeneous space, where x = X/K, y = Y/K, z = Z/K. Note that

there are infinitely many possible representations of the same Euclidean space point in

homogeneous coordinates. Another advantage of homogeneous coordinates is that they

allow translations to be expressed as matrix multiplications. Affine transformations can

therefore be represented in one matrix multiplication. For example, the equivalent to

a translation in 3D Euclidean coordinates can be expressed by multiplying the corre-

sponding vector in homogeneous coordinates by the translation matrix
1 0 0 tx

0 1 0 ty

0 0 1 tz

0 0 0 1

 ,

where tx, ty, and tz are the translation amounts in the x, y,and z directions.

Yi et al used a weak perspective projection model – a scaled orthographic approximation

to a perspective projection, which assumes that the mean variation in depth of points

is small compared to the magnitude of the mean depth. Since ρ and ~α are coupled,

gradient descent alone cannot solve the optimization problem as there exists no closed-

form solution for E. Yi et al therefore employed an alternating least squares algorithm in

which ~α is first initialized to the mean shape, ρ is optimized to minimize error, then ~α is

varied with ρ held fixed. The procedure iterates until convergence is reached. The final

model for a given fit consists of S with learned weights wi, where S = m +
∑n

i=1wiαi,

as well as ρ, the learned 2× 4 affine projection matrix.

For the Jth feature point projected onto the at image at location, ~x = ρSJ , Yi et

al extract Gabor features via a bank of Gabor Wavelets. Gabor wavelets are used to

extract localized spatial frequency information and are 2D directed sinusoids modulated

by Gaussians. The impulse responses of their convolution with the image at the feature

point is used as an element in the feature vector. The Gabor wavelets that Yi et al.

used are defined by

Ψ(~x,~k) =
k2

σ2
e

~k2

−2σ2
x2
(
ei〈
~k,~x〉 − e−

σ2

2

)
. (2.10)

Although the convolved value at each feature point is complex, the sensitivity of phase

to proper alignment led Yi et al. to simply use amplitudes as features [21]. Yi et al. used
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a bank of Gabor wavelets with 8 wave orientations and 5 standard deviations, resulting

in 40 elements per feature point. When feature points were occluded or blurred, Yi et

al exploited facial symmetry and extracted features at the points on the visible side of

the face. After extracting features at all, Yi et al. performed PCA and classification via

a cosine metric.

In addition to the faster fitting algorithm and accuracy boosts, the real novelty of of

[21] was using a 3D model to localize and improve the accuracy of 2D features.

2.3 GRAB: Generalized Regions Assigned to Binary

Generalized Regions Assigned to Binary, or GRAB features, are a grid-based feature

type introduced in [11]. GRAB is a generalization of local binary pattern features, or

LBP, designed to account for scale and resolution differences between images and to

blend both local and global image texture information. Both LBP and GRAB assign to

each pixel an 8-bit string which encodes the relative intensities of each neighboring pixel

at a given offset from the center pixel. Since GRAB and LBP are represented in terms

of bytes, GRAB/LBP images can be visualized. Histograms of both feature types (or

raw pixels for small images) can serve as feature vectors for machine learning classifiers.

The process of extracting GRAB features is shown in figure 2.6.

The key advantage of GRAB over LBP is that it accommodates multiple scales. LBP

is simply GRAB with a neighborhood offset of one pixel, a threshold of zero and the

LBP bit ordering in figure 2.7. Similar extensions to LBP have been developed with the

same ends in mind and are discussed in some detail in [12] and [11]. A promising spinoff

of LBP is MB-LBP [23] (Multi-scale Block Local Binary Patterns), which combines

local and global gradient information in a manner quite similar to GRAB, comparing

averages of eight ordinal square regions with the average of a center region. However,

unlike GRAB, MB-LBP maintains the same bit ordering as LBP and does not allow for

overlap among regions.

In [12], multi-scale experiments were conducted on artificially scaled versions of the

LFW (Labeled Faces in the Wild) and FERET (Face Recognition Technology) datasets

using GRAB and MB-LBP features. GRAB was found to outperform MB-LBP at small

scales. By extracting a scale pyramid of GRAB features, better accuracies can be ob-

tained. However, this comes at the computational cost of increased dimensionality, and

machine learning classifiers all scale at least linearly with the size of the feature vec-

tor; More advanced classifiers scale polynomially, for example kernelized support vector

machines scale between quadratically and cubically on feature vector length at train
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time and between linearly and quadratically at classification time. Using a scale pyra-

mid therefore demands considerable computational resources as well as dimensionality

reduction techinques such as PCA or exploitation of uniform patterns.

Figure 2.6: An illustration of the GRAB process. The raw image is shown in (a). The
image is converted to single channel, fiducial point locations are detected to obtain an affine
transformation used to geometrically normalize the image (b). The image is averaged over
neighborhoods of a given size (c), and the GRAB operator is applied (d). The feature vector
submitted to a classifier consists of the concatenation of normalized histograms over fixed-size

regions within the image (e).

In implementing GRAB, we first select a neighborhood size and shape. In traditional

implementations of GRAB, this neighborhood has been a square of size N × N pixels

where N ∈ Z+
odd. However, this neighborhood can be of any shape. We shall constrain

ourselves to rectangular shapes of size M×N where M,N ∈ Z+
odd. Each pixel, pc, within

the image is then set to the average value of all pixels within the neighborhood centering

on pc. Each new pixel value can be set efficiently with only 4 arithmetic operations on

an integral image, another reason for choosing rectangular neighborhoods. The purpose

of this blurring operation is to aggregate per-pixel texture information with texture

information contained in surrounding pixels and to achieve some tolerance to pixel noise.

After blurring, each pixel within the image is assigned an integer representing the local

image gradient, measured with respect to pixel intensities of n surrounding neighbors.

This binary string for center pixel c is defined as

GR(c) =
n∑
i=1

gi(pc, pi)2
(i−1), (2.11)

where gi(pc, pj) = 0 if sgn(pc− pj − T ) < 0 and 1 otherwise for threshold T ∈ Z ≥ 0. In

practice T is statistically selected to account for pixel noise. Previous implementations of

GRAB have used square neighborhoods, with eight neighbors selected, uniformly offset

N, E, S, W, NE, SE, SW, and NW from the center pixel by a constant number of pixels.

Specifically, conventional GRAB-1 is defined as a 1-pixel offset from the center pixel,

in which no averages occur. Likewise, conventional GRAB-k (k odd) corresponds to a



Chapter 2. Related Work 22

bk/2c pixel offset from a center pixel pc, where pc is defined as the mean of the original

image pixel values within the k × k region centered about pc.

The ordering of the pixel values in equation 2.11 with respect to their relative geometry

is also an important consideration. In canonical GRAB-k implementations, pixel values

are ordered in a noise-tolerant manner, such that a permutation in the values of two

adjacent pixels will have no more than a two order of magnitude impact on the center

pixel’s GRAB value.To see this, consider binary strings 00000001 and 10000000. In

the conventional LBP ordering shown on the left-hand-side of figure 2.7, a single pixel

rotation can cause these strings to be identical to one another, whereas under the GRAB

bit ordering, 10000000 can be decreased at most to 00100000 and 00000001 can be

increased at most to 00000100. This is one reason for GRAB-k’s superior robustness to

local pixel variations in comparison with other grid-based methods, such as conventional

LBP.

Figure 2.7: Canonical bit orderings for GRAB (left) and LBP (right). The GRAB bit
ordering is up to five orders of magnitude more robust to a two-pixel permutation.

A typical application of, GRAB-based recognition proceeds as follows: First, fiducial

points within an image are obtained via human ground-truth or automated detector.

Each face image is geometrically normalized with respect to its fiducial points via some

alignment scheme (e.g., similarity transform, affine transform, piecewise/nonlinear trans-

form). Lighting normalization may also be applied. GRAB features are then extracted

from the entire image. Finally, the image is partitioned into regions. Normalized his-

tograms are obtained for each region with each bin corresponding to one of 256 possible

pixel values. The concatenation of histograms serves as the feature vector for the im-

age. Feature vectors from multiple GRAB scales can be concatenated to offer a wide

range of local and global image gradient information. This concatenation can increase

recognition accuracy, although it does so at the expense of time required for training

and classification.

For pairwise verification experiments, in which we would like to determine if two or

more images correspond to the same identity, feature vectors can be merged prior to

submission to a classifier, for example, for two images, one can simply take the element-

wise difference. For verification experiments, one classifier is learned for many images.
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For identification experiments in which we would like to determine the identity within the

gallery to which an image corresponds, if any, a separate classifier is typically generated

for each identity and the outputs of multiple classifiers are synthesized into similarity

scores.



Chapter 3

Approach

In this chapter we discuss our two approaches to incorporate scale information due to

pose variations into the GRAB feature vector. In our first approach, we perform a rough

fit of a 3D model of a generic human face to each image. We then incorporate scale

information from this model into the GRAB feature vector by 1.) weighting portions of

the feature vector by their corresponding scales and 2.) appending scale information to

the feature vector. Although the fit is not precise, its utility or lack thereof hinges on

the statistical and geometric similarity of many human face examples to a “generic face”

– the assumption that the shapes of most faces are statistically constrained in structure

to the extent that relevant pose information provides useful additional information to

the classifier.

We use a simple fitting technique and a rigid 3D model in our approach. Although the

approach could be extended to incorporate 3D Morphable Models (3DMMs), the dearth

of readily available 3D face data and long fitting times required for 3DMMs place such an

approach outside the scope of this thesis. Our approach is an exploratory investigation;

not a quest for optimal fitting or state of the art accuracy.

Our second approach uses face graphs obtained via an active appearance model (AAM)

to estimate the rough scale of each face image and pick the GRAB scale at which to

extract local features on the face – a piecewise implementation of GRAB, as it were.

The utility and lack thereof of this approach depends on how the granular changes made

to the scale of the GRAB operator affect classification performance and on the AAM’s

ability to localize landmarks in the image.

Both approaches aim to introduce scale information to the feature vector but in a differ-

ent ways. The first weights the feature vector after GRAB features have been extracted,

while the second controls the scale at which gradient information is extracted.

24
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3.1 Localized Scale Estimation Via Rigid 3D Model Fit

3.1.1 Estimating Pose

Fitting a rigid 3D model to a face requires an estimation of pose, i.e., pitch, roll, and

yaw angle of the human head defined in figure 3.1. In this section, we turn to a simple

and lightweight technique by Sankaran et al. [24]. Although there are a number of

heavyweight methods to obtain this estimate, one of which we pursue section 3.2, we

implement Sankaran et al.’s method method for variety and simplicity, with the addi-

tional observation that a lightweight method for pose estimation based on few fiducial

points has its own advantages: First, the detection of a few prominent fiducial points

on rigid parts of the face is less error prone than detecting many landmarks due to

more consistent definedness of points. Second a lighter weight algorithm offers faster

processing time and therefore easier incorporation into real time recognition pipelines.

Finally, Sankaran et al.’s method relies only on a small number of fiducial points, the

ground truth locations of which are more readily available for many databases, while the

ground truth locations of all points needed for advanced techniques are more expensive

to obtain and generally less available.

Figure 3.1: In the context of human face recognition, not all Euler angles are created
equally. Since roll refers to rotations within the image plane, it can easily be corrected for
by simply rotating the image. Out of plane pitch and yaw rotations are more difficult to
correct for, since pitch and yaw rotations are perpendicular to the image plane. Due to human
physiology, however, yaw variations account for greater variance within face images than do

pitch rotations.

Sankaran et al.’s technique is effective for estimating yaw and roll, but not pitch. While

pitch is important, for our dataset, significant pitch variations are uncommon, and yaw

variations are prevalent. This is largely due to physiological limitations on human head

orientation (turning sideways is easier than doing a back flip).

We note that the pose estimation technique in [24], or any pose estimation technique

loses accuracy as poses approach ±90 degrees from frontal, since fiducial points get
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occluded. When this occurs, however most face detection algorithms also fail, so this is

not a grave concern for the scope of this paper, since all images within our dataset can

be obtained via a cascade classifier.

As illustrated in figure 3.1 yaw refers to the angular offset of a face about its vertical

axis. Sankaran et al. estimate yaw by considering geometric relationships between 4 line

segments: The line segment connecting the left eye to the right eye, the line segment

connecting the left eye to the center of the nose, the line segment connecting the right

eye to the center of the nose, and the line segment that goes through the center of

the nose and is perpendicular to the line segment connecting both eyes. We can label

the the coordinates of the left eye, right eye, and nose as (x1, y1), (x2, y2), and (x3, y3)

respectively, and the aforementioned line segments as L1, L2, L3, and L4 respectively.

The slopes corresponding to the line segments are then m1 = y2−y1
x2−x1 , m2 = y3−y1

x3−x1 ,

m3 = y3−y2
x3−x2 , and m4 = −1

m1
. All of these points, line segments, and slopes are shown

in figure 3.2. The angle between slopes m1 and m2 is α1 = tan−1
(
m1−m2
1+m1m2

)
, while the

angle between slopes m3 and m4 is α2 = tan−1
(
m3−m4
1+m3m4

)
. Assuming a cylindrical face

model, yaw is approximately the difference between the two angles, α1−α2. Converting

from radians to degrees and shifting rotation so that such that yaw takes values between

−90o and 90o, corresponding to the head facing left and right respectively1, the equation

for yaw becomes

yaw = (α2 − α1)
180

π
+ 90. (3.1)

Figure 3.2: Geometric fiducial relations from which yaw can be estimated.

1This assumes the perspective of the image viewer.
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When implementing this yaw determination technique, we must account for two con-

siderations not mentioned by Sankaran et al.: First, as denominators → 0, numerators

→∞. We therefore check if divisors equal zero and set them to a small fraction (0.001)

if they do. Second, due to inherent variations in facial geometries and fiducial point

detection errors, estimated yaw angles can fail as the face approaches ±90o from frontal.

We deal with these cases by checking the side of the eyes on which the tip of the nose

is located. If α1 − α2 is positive and the nose is to the right of both eyes as seen by the

viewer (i.e., x3 > x2 ≥ x1), we assign the yaw angle to 90o. If the nose is to the left of

both eyes (i.e., x3 < x1 ≤ x2), then we assign the yaw angle to −90o. We tested the

yaw estimation technique on several images from the FEI face dataset along with their

ground truth fiducial coordinates. Empirical results for two of the subjects are shown

in figure 3.3. The results appear qualitatively accurate.

Figure 3.3: Qualitatively accurate yaw estimates of images of two subjects from the FEI
face dataset [7] using the technique of Sankaran et al.

3.1.2 Estimating Roll

As illustrated in figure 3.1, roll describes the angle about the axis perpendicular to the

image plane. Given eye points roll is quite easy to estimate and correct for: It is simply

the deviation of left eye - right eye axis from horizontal, or roll = tan−1(m1).

Figure 3.4: Detected roll angles for several LFW images.
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Figure 3.5: Let β constitute the roll angle, and define L5 to be the horizontal line going
through the left eye. β is simply the angle between lines L1 and L5.

3.1.3 Projecting Mesh Points onto A 3D Model

We would like a way of estimating scale from a model once it is fit to the approximate

pose and scale of the human face within an image. For this, we follow the lead of Yi

et al. in [21], using frontal pose as a frame of reference and orthographically projecting

a mesh of points onto the face. To obtain our face model, we use a generic model of

the human head obtained from 3D scan in .obj waveform format, a format in which

vertices are defined by their X,Y,Z coordinates and triangles are defined as 3 numbers,

each corresponding to an index of a mesh point within the model. Our model consists

of 1,781 vertices and 3,410 triangles. However, not all points on the human head are

relevant to the face and having to sort out which of two triangles (i.e., on the front

of the face or on the back of the head) a projection corresponds to is computationally

inefficient. We therefore choose a threshold along the Z-axis, i.e., the axis perpendicular

to the model face, beyond which to ignore mesh points and triangles when intersecting

a mesh with the model.

To intersect a mesh of points with the face model, we “shoot” a grid of 1600 (40× 40)

vectors at the face, with each vector parallel to the z-axis and evenly spaced between

others in x and y coordinates. We determine x and y ranges of the grid by observing a

plot of the model. An illustration of the “shooting” process is shown in figure 3.7. For

each of the vectors, we then iterate over all triangles to determine which, if any, of the

triangles that vector intersected and the point of intersection. We determine if a vector

intersects a triangle by checking if its xy coordinates lie on the same side of all lines

defining the triangle. Denote the triangle defined by 3 points (A,B,C) in R3 projected

into the xy plane as (a, b, c) in R2. Let point ~V be a vector in R3 that intersects the xy

plane at point p in R2, corresponding to the xy location of the mesh point of interest.

Then the point is in the triangle if it is on the same side of the line defined by ~ab as c, on

the same side of the line defined by ~bc as a, and on the same side of the line defined by
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Figure 3.6: The threshold below which which we did not draw mesh points corresponds to
the blue plane at z = −1.95 (in the .obj file’s original model coordinates).

Figure 3.7: Mesh points were obtained by “shooting” vectors at the frontal face and finding
the points of intersection.

~ac as b. We can check if the point p is on the same side of the line parallel to ~bc as point

a by checking the value of s in 3.2. If s > 0 then the point is on the same side of the

line as a. An analogous check can be performed for the two other lines. An even more

efficient technique can be performed using Barycentric coordinates (cf. section 3.2.2).

s = (
−−−−→
(c− b)×

−−−−→
(p− b)) · (

−−−−→
(c− b)×

−−−−→
(a− b)) (3.2)
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Once we have determined that a mesh point viewed in R2 lies inside triangle (a, b, c) we

can determine ~V ’s intersection Q with the plane defined by (A,B,C) via

Q = p+

(−−−−→
(a− p) · ~n
ẑ · ~n

)
ẑ, (3.3)

where p is the point of intersection of ~V with triangle (A,B,C) in the xy plane (i.e.,

z coordinate zero), ~n =
−−−−→
(b− a) ×

−−−−→
(c− a) is the normal to the plane, and ẑ is the unit

vector (0, 0, 1).

Figure 3.8: The mesh points on the model post projection. In the center, we see the frontal
view of our face model. On the left and right we see the model rotated by a yaw angle of
±45◦ respectively. Notice that mesh point spacing within the image plane changes with pose
due to out of plane rotations, conveying both information about scale and information about
the boundaries of the face. Note that although hidden surface and point removal is performed
by the visualization software used to synthesize this image, we did not implement occlusion
culling in our algorithm. We chose to ignore this detail because all images in our dataset are
detectable via a frontal cascade classifier and mesh points are spaced far enough apart that

hidden surface effects are negligible in most cases.

3.1.4 Fitting Mesh Points to Face Images

Using the technique discussed in section 3.1.3, we can project mesh points onto our

face model and thereby obtain their 3D locations. However, we still require a means

of fitting the points to a face image post projection. The fit entails first rotating the

model to the pose of the face via rigid body rotation, projecting to 2D, and translating

and scaling the warped 2D mesh of points so that the eye points align with those of

the image. Given estimation of pose parameters, the following rotation matrices can be

multiplied with any vector in R3 to perform perform pitch, roll, and yaw perturbations

about the origin, which we define as the barycenter of all mesh points.



Chapter 3. Approach 31

Rroll(θ) =

cos(θ) −sin(θ) 0

sin(θ) cos(θ) 0

0 0 1

Ryaw(θ) =

 cos(θ) 0 sin(θ)

0 1 0

−sin(θ) 0 cos(θ)

Rpitch(θ) =

1 0 0

0 cos(θ) −sin(θ)
0 sin(θ) cos(θ)



Once the mesh points have been multiplied by their appropriate rotation matrices, we

scale them to the corresponding face image by multiplying by the ratio of the Euclidean

distance between eyes in the image and the Euclidean distance between projected eye

points of the model on the xy plane, presuming the barycenter of the mesh points as

the origin.

Figure 3.9: A fit of the mesh points, transformed and projected from the face model to five
images from the LFW face dataset. Points are plotted as overlapping circles to offer insight
into how scale due to in-plane rotation varies with pose. Note that although eye coordinates
between models and images align, model ↔ face correspondence is better for some images

than for others due to variations in human face shape.

After scaling the mesh points, we convert them to image coordinates, where the origin

is at top left corner of the image, x increases from left to right, and y increases from

top to bottom. Given (xlem, ylem) corresponding to the left eye point on the model

post projection, (xlei, ylei) corresponding to the left eye point on the image, and hi

corresponding to the height of the image, this conversion amounts to the following

assignments:

1. x← x− xlei − xlem∀x ∈ model

2. ylei ← (hi − ylei)

3. y ← y + ylei − ylem∀y ∈ model

4. y ← hi − y∀y ∈ model.

Several 2D meshes are shown in figure 3.9 fit to several of the LFW images using the

techniques in this section as well as sections 3.1.1 and 3.1.3.
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3.1.5 Using Mesh Points to Incorporate Scale information into Feature

Vectors

In section 3.1.4 we discussed how to fit a face mesh to an image. To incorporate scale

and pose information into the feature vector, however, the face along with the mesh

points must still be transformed to line up approximately. For this alignment, we use a

similarity transformation discussed in greater detail in section 4. Note that the same

transformation must be applied to the mesh points as to the image so that information

consistent with initial alignment of the model with the face is imparted from the model

to the feature vector.

Upon realignment of the mesh points and cropping, a small number of the mesh points

may lie outside of the image boundary. We simply filter out these mesh points, ignoring

them since they do not lie in a region corresponding to a GRAB histogram. Of the

points that remain, we bin them over the GRAB histogram regions and divide by the

total number of remaining points. In this way, we have a rough estimate of the relative

scale within each region which we can use to either weight GRAB histogram or append to

the GRAB histogram. A visualization of how the classifier “sees” this added information

is provided in figure 3.10.

The standard GRAB feature vector consists of a concatenation of normalized histograms,

each corresponding to a square, non-overlapping region within the image. Specifically,

the ith histogram may be defined as

Hi =

[∑
p∈Ri P (p, 0)

|Ri|
| . . .|

∑
p∈Ri P (p, 255)

|Ri|

]
, (3.4)

where | designates concatenation, |Ri| is the number of pixels in region Ri, P (p, k) is 1

if pixel p = k and zero otherwise. The baseline feature vector can then be written as

F = [H1|H2| . . . |HN ] . (3.5)

Now, let scale vector S, be an N -element vector derived from mesh points, in other

words,

S =

[∑|M |
k=1Mk ∈ R0

|M |
| . . .|

∑|M |
k=1Mk ∈ RN
|M |

]
, (3.6)
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Figure 3.10: Geometrically normalized images along with heat map representations of scale
density obtained by binning mesh points. Mesh points are shown in red, green boxes denote

GRAB histogram bins and grayscale intensity indicates relative number of points per bin.

where M is the set of mesh points, Mk is the kth mesh point, and |M | is the number of

mesh points. Then, we have two choices for incorporating scale into the feature vector:

We can either append so that our new feature vector becomes,

F ′ = [H1|H2| . . . |HN |S] , (3.7)

or we can weight our feature vector, so that F ′ maintains the same length as F and

F ′ = [w1H1|w2H2| . . . |wNHN ] , (3.8)

where wi is a derived from some function on Si and wiHi denotes the multiplication of

wi with each element of Hi. The question then becomes choice of function f : Si → wi

to use. Naturally there are a lot of options, the simplest being f(x) = x. The problem

with using f(x) = x is that some useful information outside of the mesh points (e.g.,
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parts of the head or even parts of the face not covered by mesh points) may be lost

entirely, since Si for that histogram region is 0. A manner which is more forgiving of

alignment errors is to choose f(x) = 1 + cx, with c as a constant. This has the effect of

upweighting regions by their relative number of mesh points, the weighting determined

by c, while down-weighting, but not ignoring the rest of the image.
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3.2 Localized Scale Estimation with an Active Appearance

Model

In the previous section, we introduced a technique which involved fitting a roughly

pose-aligned rigid 3D model of a generic face to each image and using the relative scale

variations induced by changes in pose on the model to alter the feature vector obtained

from the image. The effectiveness of this technique is dependent on the extent to which

scale information from a generic 3D face can be generalized to specific images. In this

section, we use a more rigorous fitting algorithm in the form of an Active Appearance

Model (AAM), pre-trained on the MUCT dataset [9]. The MUCT dataset consists

of 3,775 faces with 76 hand-labeled landmarks per face. The MUCT dataset is an

ideal dataset for training a 2D model due to diversities in age, ethnicity, and gender

throughout the dataset (cf. figure 3.12). Additionally, MUCT contains five different

camera angles and three different illuminations for each subject (cf. figures 3.13 and

3.14). Rather than code our own implementation we used the source code provided in the

CSIRO face analysis SDK [8], the state of the art in open source AAM implementations,

with the AAM trained on 66 of the 76 landmark points per image in the MUCT dataset.

The landmark points used by the AAM are shown in figure 3.11.

Figure 3.11: Landmarks for this image were obtained by fitting an AAM trained on the
MUCT dataset. 66 landmarks were used to train the AAM. These landmarks are numbered

0-65. The source code for the AAM implementation was provided by [8].
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Figure 3.12: Sample images of subjects from the MUCT dataset used to train the AAM.
Subjects are diverse in terms of age, gender, and ethnicity. Images from [9].

Figure 3.13: The different poses each subject assumes within the MUCT dataset used to
train the AAM. Different poses in the training set yield better fit across pose. Images from

[9].

Figure 3.14: The three different lightings present in the MUCT dataset used to train the
AAM. Different lightings in the training set yield better robustness to different illumination

conditions. Images from [9].

3.2.1 Piecewise Scale Estimation

To estimate the scale of the face, we define triangles from the mesh points in figure 3.11.

For horizontal scale estimation, we define many triangles ranging the fullest vertical

extent of the face possible. For simplicity, these triangles are non-overlapping and are

similar in horizontal extent under frontal pose. For vertical scale estimation, we define

triangles, each of which range half the horizontal extent of the face – from left/right side

to center or visa versa. These triangles are shown in figures 3.15 and 3.16 respectively.
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Figure 3.15: Latitudinal triangles defined using the AAM landmarks. We use these triangles
to estimate scale changes due to rotations in pitch in the image plane.

Figure 3.16: Longitudinal triangles defined using the AAM landmarks. We use these
triangles to estimate scale changes due to rotations in yaw in the image plane.

Given our triangle definitions and an AAM fit to a face image, the question then becomes

how to estimate localized scale of the face. For this, we exploit the topological invariance

of AAMs: Triangles defined by the same vertices for two different face images correspond

to approximately the same locations on the face. The accuracy of this correspondence

depends on the quality of fit of the model, which is inherently dependent on the quality of

labeling of the training set. For a given triangle Ti in one fit, and a corresponding triangle

T ′i , from another fit, we can compare the scale of two triangles by inspecting their relative

widths w̄i/w̄i′ and heights h̄i/h̄i′ . For triangle Ti = ((xi1, yi1), (xi2, yi2), (xi3, yi3))
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w̄i =
1

3

 3∑
j=1

xij − argmink(xik)

 and (3.9)

h̄i =
1

3

 3∑
j=1

yij − argmink(yik)

 . (3.10)

Relative average width and height measurements can be obtained either via comparison

between corresponding triangles obtained from an AAM fit to two different images or via

comparison of the AAM fit to one image with the aggregate shape of several images. For

each pixel within the triangle, we then define its vertical scale as the relative average

height between the triangle and a baseline triangle. We define the horizontal scale

analogously. This give us a piecewise definition of scale for the image.

Were multiple overlapping triangles used for the scale definition, pixels subsumed by

those triangles could simply be assigned to the respective means of the relative widths

and relative heights of all triangles which subsume them. However, we do not superpose

triangles in this work.

Figure 3.17: Note how the latitudinal triangles capture scale changes due to pitch rotations
for several images of a subject from LFW. Yaw changes are also captured. However, when the

AAM fit fails the associated scale information is spurious.
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Figure 3.18: Note how the longitudinal triangles capture scale changes due to yaw rotations
for several images of a subject from LFW. Pitch changes are also captured. However, when

the AAM fit fails the associated scale information is spurious.

3.2.2 Practical Consideration: Efficient Triangular Closure in Barycen-

tric Coordinates

In order to apply our technique, we need a way of determining which pixels within each

image are in a given triangle. This is the same problem that we addressed in the section

3.1.3 when determining which mesh points intersect a particular triangle, but on a much

larger scale, especially when working with data sets containing thousands of images. We

therefore turn to a more efficient technique which leverages barycentric coordinates.

Given a triangle defined by points A,B,C in Euclidean space, along with arbitrary point

P , the barycentric parameterization of P is P = A+ u
−−−−−→
(C −A) + v

−−−−−→
(B −A). A point is

in the triangle if

1. u+ v < 1,

2. u > 0, and

3. v > 0.

We can turn our parameterization into two equations by subtracting A from the initial

parameterization,

P = A+ u
−−−−−→
(C −A) + v

−−−−−→
(B −A)and (3.11)

−−−−−→
(P −A) = u

−−−−−→
(C −A) + v

−−−−−→
(B −A). (3.12)

The equations in 3.11 constitute a system of two equations in two unknowns. Solving

the system allows us to solve for u and v as follows:
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u =
(
−−−−−→
(B −A) ·

−−−−−→
(B −A))(

−−−−−→
(P −A) ·

−−−−−→
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v =
(
−−−−−→
(C −A) ·

−−−−−→
(C −A))(

−−−−−→
(P −A) ·

−−−−−→
(B −A))− (

−−−−−→
(C −A) ·

−−−−−→
(B −A))(
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(B −A))− (
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(C −A) ·

−−−−−→
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(C −A))

. (3.14)

A check for membership in any triangle then reduces to inspecting the values of the above

dot products, an operation which lends itself well to implementation on a GPU. The

ability to mask out triangles derived from an AAM at the pixel level allows us to perform

powerful image manipulations, working with individual triangles or multiple triangles,

for example, in figure 3.19, we use the technique to remove extraneous background

and non-face information from the image in 3.11, while in figure 3.20 we manipulate

individual triangles, spreading each horizontally from its nearest neighbor by 10 pixels.

Figure 3.19: By checking per-pixel triangular closure in barycentric coordinates, we can
perform background subtraction, isolating only the parts of the image relevant to facial identity.

3.3 Using Localized Scale Estimation for GRAB Scale Se-

lection

Unlike our technique in 3.1.5, when estimating pixel-wise GRAB scale, we do not alter

the GRAB histograms themselves. Rather, we adjust scales on the GRAB images from

which histograms are obtained. Specifically, we select vertical and horizontal scales

for each triangle within the image by comparing the relative average width and relative

average height of each triangle within the image to the distribution of widths and heights

for the same triangle over an entire dataset.
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Figure 3.20: Via our per-pixel triangular closure in barycentric coordinates, we can effi-
ciently manipulate triangles derived from the mesh points fit by the AAM.

The separation of horizontal and vertical scaling requires a generalization of the GRAB

operator so that it is no longer confined to square regions, but rather to generalized

rectangular regions defined by two distinct GRAB scales – a horizontal GRAB scale and

a vertical GRAB scale. Under this definition, a canonical GRAB-k extraction becomes

a GRAB-k − k extraction and an extraction of horizontal scale i and vertical scale j

becomes a GRAB-i− j extraction. We calibrate our piecewise GRAB scale extraction,

in which a combination of scales is used per image, against a “GRAB bag” of i − j

combinations. Our “GRAB bag” consists of a grid over an i − j range. Images for

which the AAM failed to detect a face, we simply assign to the most accurate scale (as

measured with respect to some reference dataset). Likewise, we assign all pixels not in

any of the triangles to the most accurate scale.

Figure 3.21: Left: A piecewise GRAB image composed of vertical scales 7,9,11 and hori-
zontal scales 5,7,9. Right: The corresponding GRAB components. From left to right, top to

bottom are GRAB images from scales 5-7, 5-9, 5-11, 7-7, 7-9, 7-11.
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We could use any number of mappings between triangle widths/heights to different hor-

izontal/vertical GRAB scales. In our experiments, we simply experiment with different

n-tiles with respect to the width and height distributions for each triangle over the

dataset. When using three GRAB scales, for example, and dividing the widths and

heights into tertiles, we would assign pixels in longitudinal triangles, whose widths were

in the first tertile the lowest horizontal GRAB scale, pixels in triangles whose widths

were in the second tertile the middle GRAB scale, and pixels whose widths were in the

third tertile the highest GRAB scale. An analogous procedure would be performed for

latitudinal triangles and vertical GRAB scales. Using n-tiles is only one way to assign

GRAB scales based on triangle width and height distributions. Others could include

clustering or Gaussian mixture models.

Figure 3.22: From left to right we see the raw LFW image, a map of the horizontal GRAB
scales, a map of the vertical GRAB scales, and finally the piecewise GRAB image. In the scale
maps, orange corresponds to scale 5, blue corresponds to scale 7, green corresponds to scale
9, and red corresponds to scale 11. Scales increase and decrease as we would expect from the

pose of the image, at least qualitatively.
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Experiments, Results, and

Discussion

4.1 Dataset Description

For our experiments we use the Labeled Faces in the Wild (LFW) dataset [10]. LFW

is one of the largest and most well known unconstrained face data sets in the world.

The dataset was tailored specifically for the problem “Given two pictures, each of which

contains a face, decide whether the two people pictured represent the same individual”

[10]. This problem is commonly referred to as pairwise face verification or face authen-

tication. However, subsets of the dataset have been applied to other problems, including

generalized recognition (e.g., [12] – given a closed-set gallery of faces determine to which

of the gallery members the probe image belongs).

The images in LFW consist mostly of color images with a few grayscale images. The file

names of the images contain labeled identity information corresponding to the individual

at the center of each image. All individuals in LFW are public figures, the images of

whom were obtained predominantly from online media sources. Each raw LFW image

is 250x250 pixels. The LFW faces were detected by a Viola-Jones algorithm and aligned

by bounding box to the center of the image, translating into a very loose alignment. In

total, the dataset consists of 13,233 images with 5,749 individuals, 1,680 in two or more

images and 610 in four or more images.

Two protocols are recommended for running LFW: The View 1 protocol for parameter

selection and the View 2 protocol for publishing official results. View 1 consists of 1100

match pairs and 1100 non-match pairs for training and 500 match and 500 non-match

pairs for testing. View 2 consists of 6000 pairs of images; half match and half non-match.

43
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The protocol dictates a split into 10 pre-assigned folds, where each fold consists of 300

match images and 300 non-match images. The View 2 classification experiment consists

of 10 fold cross validation in a leave-one-out train/test regimen; i.e., nine folds used

in training; nine in testing. Though all pairs are unique, some images are duplicated.

However, the 9-fold split is made so that no two images overlap between train and test.

Figure 4.1: Sample images from the LFW dataset. The pairwise matching problem is to
determine whether pairs of images correspond to matches (e.g., left), or non-matches (e.g.,
right). Note that images of the same person vary dramatically in terms of all unconstrained

factors including pose. Images courtesy of [10].

For accuracy reporting across folds, the mean accuracy and standard error in the mean

(SE = σ̂√
10

)are used as measurements. By the rules of the View 2 protocol, an algorithm

may not set its parameters to maximize performance on each fold.

The LFW dataset has several variations including sophisticated pre-alignments, using

funneling [25], deep funneling [26], and state-of-the-art commercial face alignment soft-

ware [27]. Additionally, sophisticated metadata has been collected. This metadata in-

cludes image segmentation ground truth and manually acquired ground truths of fiducial

coordinates [28].
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4.2 Classification Experiments

4.2.1 Dataset Preprocessing and Alignment

Many intricate normalization schemes exist including [25], [26], and [27]. However, our

research goal is not to obtain the best performance by using the most sophisticated

alignment strategy in existence; Rather, our goal is to establish potential performance

gains over a baseline algorithm by incorporating pose information described in chapter

3. As this entails transforming model points consistent with the alignments on baseline

images themselves, we chose to pursue a linear normalization scheme: Given ground

truth LFW fiducial coordinates in [28], we take the mean left and right eye coordinates.

For each image, we then obtain rotation and scaling parameters to line up the eye

coordinates on that image with the mean eye coordinates. Applying this transformation

to each image yields an approximately aligned set of images. We then crop the images

to 130x150, to remove background noise.

Note that better alignment is easily obtained even with a linear model using 3 fiducial

points as opposed to 2, or doing a least-squares fit of all fiducial points to the mean to

obtain an affine matrix. Our choice of similarity transform on just the eye coordinates

over a more generalized affine transform is based on the fact that a least squares ap-

proximation introduces distortion of the eye alignments which are very important for

preserving identity information due to the rigidity of the periocular area of the face

[29]. Our choice is also based on the fact that similarity transformations maintain the

ratios and appearance of the face, while an affine transform that shears the image causes

uneven interpolation to occur and distorts the appearance of the face, even if fiducial

points are better aligned with the average of the dataset.

4.2.2 Classifier and Parameter Choice

For classification, we chose Gaussian radial basis function kernel support vector ma-

chines (RBF SVMs)due to their good “off the shelf” performance. RBF SVMs have two

parameters which require estimation: C and γ. The γ parameter is the standard devia-

tion of the kernel used to lift the dimensionality of the features space, the optimal value

of which depends on the relative proximities of the training data points. The C param-

eter is a cost coefficient, whose selection can be thought of as regularizing generalization

versus goodness of fit to the training data.

Parameter estimation is an inexact science, but we loosely follow the guidelines set

forth by Chappelle and Zien [30] and Hsu et al. [31], by uniformly normalizing all



Chapter 4. Experiments and Discussion 46

Figure 4.2: A similarity transform (top) and a shearing affine transform (bottom) on two
LFW images. Note that for the similarity transformation, identity information is maintained,
whereas for the shearing affine transform identity information is distorted due to the uneven

interpolation.

Figure 4.3: Top: Raw LFW images. Bottom: The same images geometrically normalized
about the eye coordinates via similarity transform and converted to grayscale. Note that
even with alignment there exists considerable variance between images due to pose and other

exogenous factors (expression, illumination, accessories, hairstyle, occlusion).

feature vectors so that their respective maxima are no greater than 1 in any dimension

(by dividing by the total number of pixels considered for each GRAB histogram), then

performing an order of magnitude grid search. Our grid consists of C = 2−5, 2−3, . . . , 215

and γ = 2−15, 2−13, . . . , 23.

During classification, we ran the grid search in parallel, performing cross-validation on

the first view of the training data. We then used the RBF parameters which yielded

best performance on the cross-validation experiment to train classifiers for each of the

ten folds of the view 2 LFW protocol.
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4.2.3 Baseline Performance: Conventional GRAB-k

The baseline performance of GRAB is shown in table 4.2.3, for GRAB scales 3,5,7, and 9.

No threshold was used and a 3x3 blur was applied during denoising in all cases. Note that

these accuracies are far below state of the art and are even below some in published work

for GRAB, in which multiple scales were concatenated and dimensionality was reduced

via uniform patterns and other reduction techniques (e.g., PCA, LDA). Our reasons for

not pursuing these approaches in this paper are twofold: First, computational overhead

is a consideration. Second, the objective of the baseline is to serve as a comparison for

our proof-of-concept implementations: If our new features achieve superior performance

to the highest performing individual GRAB scale using either a piecewise combination

of scales in one image, or different weight representations of scales, then we say that

our proof-of-concept implementation offers superior recognition performance, answering

the underlying research question. The proof-of-concept implementation could then be

extended to select weights or scales across a pyramid of GRAB scales instead of one.

Scale Mean Accuracy C γ
GRAB-3 0.735± 0.006 2 2−3

GRAB-5 0.739 ± 0.006 2 2−3

GRAB-7 0.751± 0.005 2 2−3

GRAB-9 0.755± 0.005 2 2−3

GRAB-11 0.752± 0.005 2 2−3

GRAB-13 0.754± 0.004 8 2−3

GRAB-15 0.751± 0.003 8 2−3

Table 4.1: The baseline performance of raw GRAB features on the View 2 LFW
protocol over several scales along with parameter choices derived from cross validation
on View 1. For each scale, the blur window was 3 × 3, image size was 130 × 150.

Histograms were taken over an 8× 8 grid.

4.2.4 Baseline Performance: Separating Horizontal and Vertical Scales

Our piecewise GRAB experiments require the separation of GRAB scales into horizontal

and vertical components, this raises an interesting question: Is using equal horizontal

and vertical scales the best way to formulate grid-based features in the first place? This

question has not been raised to our knowledge in the formulation of LBP, MB-LBP,

GRAB, and several other grid-based feature types, which use operators based on square

or isotropic neighborhoods as opposed to rectangular/ellipsoidal ones. Particularly for

rectangular neighborhoods, different widths and heights can be trivially accommodated

with little computational overhead or alteration to the GRAB operator. Moreover, since

the human face is taller than it is wide the apriori assumption that vertical and horizontal

scales should be symmetric is a strange one.
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Scale Mean Accuracy C γ
GRAB-9-5 0.737± 0.006 23 2−7

GRAB-9-7 0.735± 0.006 29 2−13

GRAB-9-9 0.755± 0.005 2 2−3

GRAB-9-11 0.751± 0.005 23 2−3

GRAB-9-13 0.7572± 0.0037 23 2−3

Table 4.2: Vertical baseline performance.

Scale Mean Accuracy C γ
GRAB-5-9 0.752± 0.005 23 2−7

GRAB-7-9 0.7573± 0.0044 2 23

GRAB-9-9 0.755± 0.005 2 2−3

GRAB-11-9 0.750± 0.006 23 2−3

GRAB-13-9 0.746± 0.005 2 2−3

Table 4.3: Horizontal baseline performance.

As we alter horizontal and vertical GRAB scales, adjusting one, while keeping the other

fixed at the winning scale from section 4.2.3, we notice that different horizontal and ver-

tical scales offer both better and worse classification performance than the winning scale

(GRAB-9) from section 4.2.3. This result suggests that separate horizontal and vertical

GRAB scales should be used. Consistent with intuition from the vertical elongation

of the face, we notice that the top two performing scales from our separate vertical-

horizontal scale experiments are GRAB-7− 9 and GRAB-9− 13 respectively, suggesting

that vertical scale should be greater than horizontal scale. This result also suggests

that perhaps the consistency of ratio between vertical and horizontal scales with re-

spect to the aspect ratio of the face has more impact on classification accuracy for small

GRAB scale variations than does the absolute scale difference. We select GRAB-7-9

as the winning baseline for separate horizontal and vertical scales. Unfortunately, due

to the magnitudes of standard error in the mean and our coarse grid search for RBF

parameters, this claim is not without some statistical uncertainty.

4.2.5 Using Mesh Point Densities to Alter GRAB Feature Vectors

The experimental results on LFW of introducing mesh point density information from

our generic 3D face model into GRAB-9 feature vectors are shown in table 4.2.5 along

with a baseline accuracies obtained from GRAB-9 features. In all cases, our changes

result in inferior performance. We discuss potential reasons for this decrease in accuracy

in section 4.3, but we believe from visual observation that it is primarily because
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alignment discrepancies between an average rigid face and real non-rigid faces introduce

more noise than useful scale information.

The table can read as follows: rows with feature type f(x) = 1 + cx correspond to each

GRAB region (histogram) weighted by 1 + cx, where c is a constant and x is the ratio

of mesh points within the region to total mesh points. Interestingly, altering the value

of c from 0.5 to 2.5 in increments of 0.5 does not noticeably change results. The result

of concatenating all weights to each feature vector (Corresponding to the row of type

“Concatenated” in the table) also decreases accuracy by a similar amount to weighting

feature vector elements by f(x) = 1 + cx. When appending, in contrast to weighting,

the unappended elements of the feature vector remain the same as base GRAB-9, which

indicates that appended noise induces a tilt on the hyperplane, resulting in worse clas-

sification performance. The row labeled “No Offset” refers to simply weighting each

feature vector region by the relative number of binned mesh points with respect to the

image. It is not surprising that this feature type yields significantly worse performance

because feature vector elements corresponding to parts of each face not subsumed by

the generic face zeroed out and hence not seen by the classifier.

Feature Type Mean Accuracy C γ
f(x) = 1 + cx; c = 0.5 0.737± 0.007 2048 2
f(x) = 1 + cx; c = 1.0 0.737± 0.007 2048 2
f(x) = 1 + cx; c = 1.5 0.737± 0.007 2048 2
f(x) = 1 + cx; c = 2.0 0.737± 0.007 2048 2
f(x) = 1 + cx; c = 2.5 0.737± 0.006 2048 2

Concatenated 0.737± 0.007 2048 8
No Offset(f(x) = x) 0.681± 0.008 2−5 8

GRAB-9 0.755± 0.005 2 2−3

Table 4.4: LFW classification results of augmenting GRAB-9 feature vectors with
scale information from a rigid 3D model.

4.2.6 Using Localized Scale Estimation for GRAB Scale Selection

The classification results obtained from synthesizing piecewise GRAB images of the LFW

dataset are shown in table 4.2.6, along with baseline results on GRAB-7−9 and GRAB-

9−9. Piecewise GRAB images were stitched together from scales of {5, 7, 9}×{7, 9, 11},
where × denotes the cross product between sets. Pixels in the longitudinal triangles

obtained from the AAM fit (cf. figure 3.16) were assigned horizontal scales of 5 and

9 respectively if their widths were in the first and last n-tiles for the corresponding

triangles across the entire LFW dataset. Otherwise pixels in the longitudinal triangles

were assigned scale 7. Similarly, pixels in the latitudinal triangles obtained from the

AAM fit (cf. figure 3.15) were assigned vertical scales of 7 and 11 respectively if their
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heights were in the first and last n-tiles for the corresponding triangles across the entire

LFW dataset. Otherwise pixels in the latitudinal triangles were assigned scale 9. As

in section 4.2.5, classification performance on LFW using feature vectors derived from

piecewise GRAB images is inferior in accuracy to that obtained using feature vectors

derived from both homogeneous GRAB-9−7 and GRAB-9−9 images. We discuss these

results further in section 4.3 but suspect the performance degradations are due both to

poor AAM fit and poor correspondence between GRAB scale and image scale.

Scale Mean Accuracy C γ
GRAB-7-9 0.757± 0.004 2 23

GRAB-9-9 0.755± 0.005 2 2−3

Piecewise Tertile Selection 0.746± 0.005 23 2−3

Piecewise Quartile Selection 0.747± 0.005 23 2−3

Table 4.5: LFW classification results using piecewise GRAB images.

4.3 Analysis and Discussion

Upon inspection of the fits in figures 3.10 and 3.9 it is not surprising that our technique

of weighting the GRAB feature vector with mesh point densities taken from the average

face did not work well: Visually speaking, a generic face model does not characterize

individual faces well due to large variances in individual face structure. Because not

all faces overlap with a generic model, when weighting histogram bins by the function

f(x) = cx, for some images, parts of the face inevitably get left out. Even with the

more forgiving function f(x) = 1 + cx, the poor quality of fit feasible with a rigid model

likely introduces noise to the classifier. Possibly we could have obtained better results

using a more sophisticated pose estimation technique which included pitch information

and offered a more sophisticated treatment of the pose axis of rotation, but using only a

single rigid 3D model, the potential for improvement from better pose estimation alone is

extremely limited, not only due to nonrigid geometric aspects of the face, but also due to

the variance in rigid face geometries. The approach might be useful for scale estimation

given a 3D morphable model of better fit, but again, this raises time complexity and 3D

shape/texture data availability concerns.

Assuming we could obtain a perfect fit of the model to the face, it is also questionable

whether incorporating mesh point density information into the GRAB feature vectors

even imbues the feature vector with useful scale information in the first place, since the

feature vectors have already been extracted at a particular GRAB scale. Theoretically,

if the classifier were “smart enough” to rely more on histogram elements that were

closer to the correct scale, then it could “learn” when to rely more and when to rely
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less on given feature vector elements when classifying images, especially if a multiscale

GRAB pyramid were involved. However, using a small number of GRAB scales, this

approach likely results in scale information loss compared to feeding the classifier feature

vectors with the right scale(s) to begin with, making the latter approach “better”, on

the hypothetical that we know the optimal scales in advance. The reader should bear in

mind, however, that if we could perfectly fit a 3D face to an image in the first place, there

would be little point to estimating scale of our image to compensate for unconstrained

factors, since we could constrain our model however we wanted.

Note that even when we append scale information to our feature vector, rather than use

it for weighting, thereby increasing the dimensionality of our feature vector and remov-

ing no information, we see decreased performance, meaning that the added dimensions

imbue a tilt on the hyperplane learned in RBF kernel space that causes the classifier

to be overfit. This behavior is caused by a combination of two factors: random noise

introduced due to errors in the appended scale information and too little training data to

meaningfully sample the space of pose differences for match/non-match pairs. Which of

these two factors dominates is unknown without further experimentation and analysis.

We note that for the first factor, even if the fit of the generic face to the image were of

high quality, the relatively small number of GRAB histograms could considerably de-

grade the accuracy of appended scale information. Increasing the number of histograms,

and even interpolating (e.g., via kernel density estimation) could compensate for this

type of degradation but would result in an very long feature vector, requiring some form

of dimensionality reduction and would not compensate for poor quality of fit.

Unlike our mesh point binning technique, when estimating scales with our AAM, we did

not alter the GRAB histograms, but rather synthesized piecewise GRAB scale images

with scales derived from triangle sizes. These triangle-derived estimates of local face scale

from AAM fits were qualitatively consistent with respect to face shape and orientation in

a relative sense when the AAM fit was correct. However, classification using synthesized

piecewise GRAB scales yielded slightly worse performance than when using homogeneous

(GRAB-7−9) scales. We suspect that this decrease in performance is due predominantly

to AAM fitting errors and improper correspondences between scale estimates and GRAB

scales.

4.3.1 AAM Fitting Errors

From qualitatively examining the AAM fits, we found that, although the AAM found a

face in over 12,000 of 13,233 LFW images, noticeable misalignment errors in at least one

dimension (vertical or horizontal) were common, suggesting that we should have used a
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more rigorous confidence threshold on our AAM, even if it would have resulted in fewer

face detections. Although our choice of triangles did not account for expression when it

could have, given the alignment errors we witnessed when inspecting our results, it is

unlikely that choosing a set of triangles which incorporated expression information would

have improved our results, since non-rigid parts of the face were more often mis-classified

by the AAM than rigid parts of the face.

The most prevalent issue that we noticed in our AAM fits was the failure to detect

in-plane yaw rotations, fitting the most visible half of the face well, but picking up

background for the other half of the face, resulting in very wide horizontal scale, even

for the compressed half of the face. Although the MUCT dataset used to train the

AAM contains different poses for each subject, an inspection of figures 3.12 and 3.13

suggests that the range of poses in the subset of the MUCT dataset used to train the

AAM is too narrow compared to the vast range of face shapes and sizes, causing the

dominant modes of variation to be explained more by structural differences among faces

than by in-plane pose rotations. Recall, from Chapter 2 that AAMs, and generally 2D

and 3D morphable models often employ a coarse-to-fine strategy in their fit. The AAM

implementation that we use [3] is no exception, giving optimization priority to the modes

of highest explained variance in the initial stages of the fit, largely for efficiency reasons.

This optimization technique combined with an inadequate yaw range throughout the

training set likely explain the center-pose bias.

Although quite apparent, it might not be immediately obvious that dramatic AAM

fitting errors can actually cause false-positive classifications in a homogeneous GRAB

feature space to become true negative classifications in a piecewise GRAB feature space

if mis-fit AAMs sufficiently distort the GRAB scales for two similar looking images of

different identities. We witnessed this several times when examining which images were

classified correctly by piecewise GRAB implementations and incorrectly by GRAB-7−9.

This means that poor fit cannot be directly related to inferior performance, even if poor

fit were the sole reason for inferior performance. The same can be said of our histogram

binning technique.

4.3.2 Correspondence Between Scale Estimates and GRAB Scales

Our scale estimates based on n-tiles of triangle width and height distributions were rela-

tively correct for good AAM fits, based on visual observation. However, little basis exists

for the choice of GRAB scale that we assign to different triangles based on the n-tiles

within which the different triangles lie with respect to some reference distribution. For

example, variations of per-pixel scale due to pose differences within an image might span
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multiple GRAB scales, or they might span less than one GRAB scale, e.g., depending on

the depth of field of the lens used by the photographer. It is entirely possible that across

the LFW dataset, there exists so little intra-image scale variation that our piecewise

GRAB implementation was doomed to poorer performance than a homogeneous GRAB

implementation regardless of the technique used to assign piecewise GRAB scales.

Likewise, our choice to assign scales based on n-tiles of distributions is largely predicated

on the assumption of Gaussian scale variations. As illustrated in the appendices, for some

triangles a normal distribution of widths and heights is a good assumption, while for

others it is not. Ultimately the problem of obtaining correspondence between GRAB

scales and scale estimates from an AAM is a regression problem.

On a related note, there also exists the possibility that our GRAB scales and our ver-

tical/horizontal scale transitions are far too granular. To address scale transitions, we

could 1.) use a superposition of many more triangles across the face and 2.) apply a

smoothing function (e.g., Gaussian convolution). To address the granularity of individ-

ual GRAB scales, we could further extend the GRAB operator to draw on MB-LBP so

that offsets of any radius could be used for the GRAB comparison: rather than relying

only on actual pixels, we could generate virtual pixels for whatever choice of offset. For

GRAB-4, for example, we could create virtual pixels, consisting of the average of pixels

offset 3 from the center and 5 from the center respectfully. Virtual pixels corresponding

to GRAB 3.5 would be piGRAB3.5 = 3
4 × ofsiGRAB3 + 1

4 × ofsiGRAB5. Generally, virtual

pixels for the GRAB comparison of offset k +m would be

piGRAB(k+m) = (2− m

2
)× ofsiGRABk +

m

2
× ofsiGRAB(k+2); k ∈ Z+;m ∈ {R|0 ≤ m ≤ 2},

(4.1)

under a simple linear weighting scheme, although with slightly more overhead, non-linear

basis interpolants such as Lagrange polynomials or cubic splines could also be used.

4.3.3 Effects of Parameter Selection on Results and Analysis

Although Gaussian RBF kernel SVMs yield superior classification performance to their

linear counterparts, this performance comes at the costs of additional computational

complexity, an additional parameter to estimate, and a far less intuitive classifier – a

hyperplane in an infinite dimensional RBF inner product space or a very non-linear

classifier in finite dimensional feature space depending on your perspective – versus a

hyperplane in finite dimensional feature space.
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Unfortunately, due to computational considerations, we cannot obtain optimal classi-

fier parameters, but can only select those that perform best over a grid search on the

validation set. Therefore, there is a chance that our results are incorrect – that we

simply “stepped over” the optimal location in parameter space during our grid search.

Unfortunately, there is no way to avoid this possibility, although one approach to give

a better degree of certainty that one set of features outperforms another would be to

achieve superior classification performance in the “winning” feature space with the pa-

rameters that yielded highest accuracy for the other feature space. Alternatively, a

linear classifier could be used with a denser sampling of the the mis-classification cost

parameter. Unfortunately, this introduces an increased chance of missing non-linear

class boundaries.

We found that even though a classifier for one feature type often yielded superior per-

formance to a classifier of another feature type, even the poorer performing classifier

classified some pairs of images correctly that the winning classifier scored incorrectly.

Unfortunately, why this occurred is often unknown, i.e., whether it is due to a noticeable

difference in location of the point in feature space with respect to the others or whether

of that class or whether it is due to a difference in RBF parameters.

4.3.4 Choice of LFW Dataset and Technique

In retrospect, our choice of LFW dataset was a poor one for testing our GRAB feature

vector augmentations because it contains a random sampling of different unconstrained

factors throughout the images. Likewise, our technique of using an AAM to estimate

scale depends on the goodness of fit of the AAM, and does not assess directly how well

the scale estimation technique works. Our reason for choosing to experiment on the

LFW dataset was ironically due to its popularity for unconstrained problems and with

readily available metadata. Unfortunately, few datasets offer associated ground truth

for even a few fiducial points. The MUCT dataset is an exception we learned about after

formulating much of our code base, although there is little established protocol for the

MUCT dataset. The PIE [32] and Multi-PIE [33] datasets offer different poses, lightings,

and expressions, keeping all but one of these factors constant across different partitions.

Although the MULTI PIE dataset has associated fiducial points it is expensive to obtain.

Likewise, we would have synthesized a 3DMM, but for the dearth of publicly available

data. Fiducial points with corresponding ground truth according to an established

protocol are a necessary and scarcely available requirement for research in unconstrained

face recognition.
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4.3.5 Decoupling of Horizontal and Vertical GRAB Scales

We found that decoupling horizontal and vertical GRAB scales offers superior matching

results when the ratio between scales is closer to the natural aspect ratio of the face. Due

to the relatively high uncertainties on our LFW dataset classification experiments, this

claim should be substantiated across additional datasets, and across additional classes

of objects other than faces.

Surprisingly, no research that we could find has been conducted on using different scales

for vertical and horizontal components of grid-based operators. Possibly, this is due to

the added difficulty, or more likely the foreseeable computational overhead required to

extract features for non-rectangular patterns, e.g., incorporating the anisotropies in an

elliptical version of MB-LBP could slow down feature extraction considerably. One of the

strengths of GRAB features is their regularity, which is maintained under rectangular

patterns.

A related issue which we did not address in our research is the difference in texture

sampling with respect to radius between GRAB and MB-LBP as it is conventionally

applied. In MB-LBP implementations, the number of sample points generally scale with

the radius of the circle, while in GRAB implementations, they have remained constant.

This maintains the regularity of GRAB, but causes the sampled texture information to

fall as the inverse square of the offset. The degree to which this approach affects GRAB

classification performance has not yet been addressed.



Chapter 5

Conclusion

Our experimental results were inconsistent with our expectations that the changes we

made to incorporate scale information into the GRAB feature vector would yield en-

hanced recognition performance. Due to the degree to which facial recognition perfor-

mance depends on proper alignment, and the common misalignments of our rigid 3D

model and AAM, one key problem in our experiments was improper alignment. From

our current results, we have no way of knowing whether our our underlying approach of

trying to account for pose variations by incorporating scale information into the features

is theoretically sound.

Should our approach be pursued in future research, we recommend that proper alignment

be enforced via manual ground truth and that a data set with constrained variations

in pose, illumination, and expression be used to ascertain the degree to which the tech-

nique works on a theoretical level. Validating the technique on a theoretical level, is

a separate question from whether the technique can be practically be implemented in

realistic applications of facial recognition, which likely hinges on goodness of fiducial

point detections. From our observations on the LFW dataset, AAM fits work well in

most cases but can fail dramatically in others. One possible way of detecting failures

would be to use different types of fiducial detectors with different failure characteristics

for the same points and measure the distance between detections. Another solution

would be to bag or bootstrap the AAM training data to train multiple AAMs and use a

voting method, on fiducial point location and detection consistency, similar in concept

to a random forests classifier.

Though our current AAM implementation does not seem to fit with sufficient precision

to estimate intra-face scale, perhaps it could be used with better results to estimate

inter-face scale, e.g., over multiple faces at different distances in a particular frame. By

measuring the divergence of landmarks, perhaps better global scales could be selected
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over the entire face image. However, such an application would depend on the ability of

the AAM to fit face images over many scales.

Although we did not derive new features well suited to unconstrained recognition as

we had hoped, we did make several discoveries which may be useful in future research

devoted to the design of pose-invariant features for facial recognition. Arguably the

most important research discovery to draw from this work is that superior performance

can be obtained with grid based features of different horizontal and vertical scale. This

observation could prove useful in designing improved features for face recognition. Per-

haps an even more suitable application which could leverage the capability of GRAB

to accommodate multiple thresholds and asymmetric scales would be a cascaded object

detector based on GRAB features. Detectors based on LBP or HOG cascades are ubiq-

uitous, and GRAB features would offer a broader range of weak classifiers from which

to fuse.
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Figure A.1: Distributions for horizontal triangles defined by points in figure 3.11.
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Figure A.2: Distributions for horizontal triangles defined by points in figure 3.11.
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Figure A.3: Distributions for horizontal triangles defined by points in figure 3.11.



Appendix A. AAM Triangle Width and Height Distributions and Tertiles across the
LFW Dataset 66

Figure A.4: Distributions for horizontal triangles defined by points in figure 3.11.
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Figure A.5: Distributions for horizontal triangles defined by points in figure 3.11.
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Figure A.6: Distributions for vertical triangles defined by points in figure 3.11.
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Figure A.7: Distributions for vertical triangles defined by points in figure 3.11.
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Figure A.8: Distributions for vertical triangles defined by points in figure 3.11.
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Figure A.9: Distributions for vertical triangles defined by points in figure 3.11.
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Figure A.10: Distributions for vertical triangles defined by points in figure 3.11.
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Figure B.1: Distributions for horizontal triangles defined by points in figure 3.11.
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Figure B.2: Distributions for horizontal triangles defined by points in figure 3.11.
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Figure B.3: Distributions for horizontal triangles defined by points in figure 3.11.
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Figure B.4: Distributions for horizontal triangles defined by points in figure 3.11.
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Figure B.5: Distributions for horizontal triangles defined by points in figure 3.11.
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Figure B.6: Distributions for vertical triangles defined by points in figure 3.11.
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Figure B.7: Distributions for vertical triangles defined by points in figure 3.11.
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Figure B.8: Distributions for vertical triangles defined by points in figure 3.11.
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Figure B.9: Distributions for vertical triangles defined by points in figure 3.11.
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Figure B.10: Distributions for vertical triangles defined by points in figure 3.11.
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