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Although display devices have been used for decades, they have functioned without taking into
account the illumination of their environmen t. We present the concept of a ligh ting sensitive
display (LSD) { a display that measures the incident illumination and modi�es its content ac-
cordingly . An ideal LSD would be able to measure the 4D illumination �eld incident upon it and
generate a 4D ligh t �eld in response to the illumination. However, current sensing and display
technologies do not allow for such an ideal implementation. Our initial protot ype of the LSD
uses a 2D measurement of the illumination �eld and produces a 2D image in response to it. In
particular, it renders a 3D scene such that it always appears to be lit by the real environmen t
that the display resides in. The current system is designed to perform best when the ligh t sources
in the environmen t are distan t from the display, and a single user in a known location views the
display.

The displayed scene is represented by compressing a very large set of images (acquired or
rendered) of the scenethat correspond to di�eren t ligh ting conditions. The compression algorithm
is a lossy one that exploits not only image correlations over the illumination dimensions but
also coherences over the spatial dimensions of the image. This results in a highly compressed
representation of the original image set. This representation enables us to achieve high qualit y
religh ting of the scenein real time. Our protot ype LSD can render 640x480 images of scenesunder
complex and varying illuminations at 15 frames per second using a 2GHz processor. We conclude
with a discussion on the limitations of the current implementation and potential areas for future
research.
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1. INTRODUCTION

Displays have becomea vital part of our everyday lives. They are used to convey
information in a wide range of electronic devicesincluding televisions, computers,
PDAs and cellular phones.Recently , high quality digital displays havealsoemerged
as possible replacements for physical media such as photographs, paintings and
sculptures.

Research on display technology has made great strides in improving resolution,
brightness and color characteristics. However, current displays can be viewed as
being passive devices{ they convey visual information without regard to the en-
vironment they reside in. We intro duce the notion of a lighting sensitive display
(LSD) which can sensethe illumination of its environment and accordingly ren-
der the appearanceof its content. This capability can be used to enhancetoday's
displays in several ways. For instance, the power consumedby the display can be
minimized by measuringthe lighting of the environment and adjusting the content
such that it meetsthe minimum quality requirements of the user/application. The
clarit y of content displayed on a device can be maximized by using the measured
illumination { the colors, brightnessesand fonts of displayed text may be adjusted
such that legibilit y is always maintained. In the context of digital art, the displayed
content { be it 2D (a at surface), 2D+ (a surface with 3D texture) or an arbi-
trary 3D scene{ can be rendered to appear as if it is illuminated by the display's
environment.

The LSD concept has broader implications for the future. Today's displays are
typically planar and seekto produce images that appear equally bright from all
viewing directions. Advancesin material sciencemay make it possibleto develop
displays that are deformable; they may be used to cover objects with arbitrary
shapes. In addition, in the future one may be able to control the 2D light �eld
produced at each point on the display. Finally, it may be possibleto embed light
sensorswithin the display that can measurethe 2D light �eld incident at each point
on the display. If thesechallengesare met, the LSD would be able to measurethe
4D illumination �eld incident upon it and generatea 4D light �eld in responseto
it. Then, any part of the display can be used to emulate a real surface with a
particular bidirectional reectance distribution function (BRDF) or bidirectional
texture function (BTF). Such a devicecan be usedto createphysical objects whose
material properties are programmable.

In this paper, we use currently available sensing and display technologies to
develop an LSD that demonstratesthe proposedconcept, albeit in a limited sense.
This system usesa 2D measurement of the illumination �eld and producesa 2D
image in responseto it. Our goal is to produce a virtual image of a scenethat is
consistent with the real environmental illumination. We would also like the scene's
appearance to faithfully adapt to lighting changes in the environment. Ideally,
the appearanceof the displayed sceneshould also vary with the viewpoint of the
observer1. However, in our work we focus on the lighting aspect of the problem
and assumethe viewpoint to be �xed.

1Making a displayed sceneappear to be a real one has been suggested by Miller [1995] to be one
of the \holy grail" problems of computer graphics.
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Fig. 1. A ligh ting sensitive display (LSD) measures its illumination �eld and modi�es the dis-
played content accordingly . The protot ype LSD system shown here uses a hemispherical camera
embedded in the frame of the display to approximate the illumination �eld. It usesan image-based
rendering algorithm that can religh t the sceneunder arbitrary illumination at 15 frames a second
using a 2 GHz processor. In this example, one can seethat the appearance of the face (including
shadows and specularities) is consistent with the location of the table lamp.

We �rst describe several sensingmethods that permit dense2D sampling of the
illumination �eld. In our protot ype LSD, we usea specially designedcompact video
camera with a hemispherical �eld of view to obtain local but dense directional
measurements of the illumination. Such an approach is adequate in the caseof
distant light sourcesas long as each sourceis visible from all points on the display;
the display is not partially in shadow with respect to any of the sources.

Next, we describe a relighting algorithm that can producesrealistic appearances
of the scene,and yet is e�cien t enough to quickly respond to lighting changes.
Note that today's ray-tracing algorithms are far from real-time (standard video-
rate) performance. Therefore, we adopt an image-basedapproach that usesa large
set of images(either renderedor captured) of the scenecorresponding to di�eren t
lighting directions. We present a novel lossy compressionalgorithm that computes
a compact representation of the original image set. In comparison with previous
compressionalgorithms, ours simultaneously exploits correlations over the lighting
domain aswell ascoherencesover the spatial domain of the image. This compression
is time consuming,but it is doneo�-line and results in a very e�cien t representation
of the original image set. This representation enablesreal-time relighting of the
sceneunder the display's illumination.

Our protot ype LSD system is shown in Figure 1. The current implementation
of the relighting algorithm results in a roughly 200:1 compressionof the initial
imageset of the scene.It enablesthe LSD to output high quality images(including
details of shadings,textures, highlights and shadows) at 15 frames a secondusing
just a 2 GHz Pentium processor.We demonstrate the abilit y of the LSD to display
scenesunder complex lighting conditions. We conclude with a discussionon the
limitations of the existing implementation and areasfor future work.

2. MEASURINGTHE ILLUMINATION FIELD

Today, the only lighting related controls that the user has on a display are global
brightnessand color adjustments. Thesecan be varied manually or automatically
using one or a few photodetectors (one or a few samplesof the 4D incident �eld).
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Fig. 2. (a) Dense spatial estimates of the total energy incident upon each point on the display can
be obtained using a 2D array of photo detectors distributed over the surface of the display. (b) If
the illumination �eld is very smooth, it can be interp olated using sparse spatial and directional
samples obtained using optical �b ers distributed over the frame of the display and pointing in
di�eren t directions. (c) When the sources in the environmen t are distan t compared to the size of
the display, the illumination �elds at all points on the display have the samedirectional distribution
which can be measured using a wide-angle camera placed close to the display. (d) If the sources
are isotropic over the span of the display, their intensities and locations in 3D can be computed
using a stereo pair of wide-angle cameras.

This approach to global brightness/contrast adaptation has beendescribed by sev-
eral researchers [Heijligers 1962; Thomas 1963; Korda 1965; Biggs 1965; Szermy
1968;Antwerp 1985;Barbier et al. 1991]. Several methods havealsobeensuggested
for mapping2 the photodetector measurements to the display's brightnessand con-
trast [Gibson 1964;Newman 1972;Constable 1978;Fitzgibb on 1982;Prince et al.
1986;Yabuuchi 1990;Ottenstein 1993]. In the context of photorealistic rendering,
the above approachesof using oneor a few photodetectorsdo not provide adequate
resolution of the environmental illumination.

Using current sensors,it is not possibleto measurethe complete4D illumination
�eld. However, dependingon the application that the LSD is intendedfor, a suitable
2D slice through (or mapping of) the 4D �eld can be measured. For instance, if
a more or less at, matte surface is being displayed, the direction of lighting is
lesspertinent; the surfacecan be rendered accurately if the total energy incident
at each point of the display is known. In such cases,one may use a 2D array of
photodetectors distributed over the surfaceof the display, as shown in Figure 2(a).
Such a covering of detectors can be implemented in many ways; for instance, they
could be solid-state detectors that are incorporated into the display device itself.
If the 4D �eld happens to be very smooth, a coarseset of spatial and directional
samplescan be measuredand interpolated to estimate the �eld. This can be done

2This mapping problem is a simple form of the \tone mapping" problem in computer graphics,
where the mapping from image brigh tness to displayed brigh tness can vary over the image to
optimize local image features such as contrast (for examples, see [Tumblin and Rushmeier 1993;
Ward 1994; Pattanaik et al. 1998; Durand and Dorsey 2000; Reinhard et al. 2002]).
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using �b er optic collectors (each with a narrow cone of sensitivity) distributed
around the frame of the display in various orientations, as shown in Figure 2(b).

When the sourcesof illumination areall distant from the display, and onedoesnot
expect partial shadows to be cast upon the display, just directional measurements
of the �eld are su�cien t. This is achieved using a wide-anglevideo cameraplaced
closeto the display, asshown in Figure 2(c). Sincethe sourcesare distant, the local
directional �eld measuredby the cameracan be assumedto be the �eld at all points
on the display. If the sourcesare not distant but are more or lessisotropic in their
radiant intensities, two wide-angle camerascan be used to estimate the locations
of the sourcesusing stereo,as shown in Figure 2(d). This information can be used
to determine the contribution of each sourceto each point on the display. Such a
stereo-basedmethod has been used in [Sato et al. 1999] to measurethe radiance
distribution of a scene. In all of the above cases,we obtain a dense2D (spatial
and/or directional) sampling of the illumination �eld.

The only previous work we have found on sensingdisplay illumination that is
somewhat related to ours is [Kochanski 1998], where cameras are placed in an
environment to measurethe locations of dominant light sourcesaswell asthe user's
head. This information is usedto estimate the glaredue to specular reections from
the surfaceof the display in the direction of the user. This glare estimate is then
subtracted from the displayed image. The objective of this prior work is di�eren t
from ours; it is to compensatefor reections that are extraneousto the scenebeing
displayed, while we want the appearanceof the displayed sceneto be consistent
with the lighting of the environment.

3. PROTOTYPE LSD

Our protot ype LSD device is shown in Figure 3(a). The display used is a Sony
SDM-N50R 15 inch at panel LCD monitor with a 1024 x 768 native resolution.
The controls and the frame of the display are concealedby using a white matting.
The display and the matting reside within a black wooden frame. The protot ype
usesthe singlecameraapproach of Figure 2(c) to measurethe incident �eld. Hence,
it is only suitable for environments wherethe sourcesare not too closeto the display
and shadows cast on the display do not partially cover the display. The camera is
embeddedwithin the wooden frame to concealit from the observer.

Since we are interested in all sourcesthat appear in front of the display, the
camera must have a hemispherical �eld of view. Current �sh-eye lensesare not
compact enough for our application. Therefore, we have designeda new imaging
lens. It includesa inexpensive peepholelens(usedon doors) with a 170degree�eld
of view and a relay lensto interface the peepholelenswith a Computar CM500 1/3
inch color board camera. The completecamerasystemis shown in Figure 3(b) and
an image produced by it for an environment with two dominant sourcesis shown
in Figure 3(c). Since the camera has an 8-bit detector, it cannot measurebright
primary sources(ceiling lights, table lamps, monitors, etc.) and secondarysources
(walls, objects, etc.) at the same time. This problem can be remedied by using
a high dynamic range camera or by using one of the various ways in which high
dynamic range imagescan be computed from low dynamic range ones(see[Nayar
and Branzoi 2003]for a survey).
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(a) (b) (c)

Fig. 3. (a) Protot ype ligh ting sensitive display. (b) Compact camera with a 170 degree �eld of
view that is embedded within the frame of the display in (a). (c) An example image produced by
the camera for a scenewith two dominan t sources.

4. IMAGE RELIGHTINGFOR LSD

To make the LSD visually compelling, we strive to render imagesthat are ascloseto
photorealistic aspossible.Furthermore, weimposethe requirement that the method
works for both real and synthetic scenes.The approach we chooseis to pre-render
for synthetic scenes[Dorsey et al. 1991], or pre-acquire for real scenes[Hallinan
1994; Epstein et al. 1995; Georghiadeset al. 1998; Debevec et al. 2000; Koudelka
et al. 2001;Malzbender et al. 2001;Matusik et al. 2002],a collection of imagesin
which the lighting direction is systematically varied. If the sampling of the lighting
directions is denseenough, then due to the linearit y of sceneradiance, imagesof
the sceneunder complex illumination can be computed simply by superposition of
the single light sourceimages,as done in [Dorsey et al. 1991].

However, the collection of imagesneededfor relighting is typically too large both
to store in memory and to sum in real-time; for example,Debevec et al. [2000]use
2000 imagesand Koudelka et al. [2001] use more than 4000. (If too few images
are used,then the specularities and shadow boundarieswill appear to jump during
real-time rendering of the sceneilluminated by a moving light source.) Thus, with
current hardware limitations, it is necessaryto compressthe data into a form that
is small enough to be stored in memory and e�cien t enough to be summed over
all sampled lighting directions. In [Debevec et al. 2000], images of each pixel's
reectance function are stored in JPEG format and processedin the compressed
domain using the techniquesof Smith and Rowe [1996]. However, this only reduces
the storage and computation by a factor of 20 or so { not enough to relight the
collection of imagesat near real-time frame rates. Furthermore, if this technique is
overused(the individual imagesare over-compressed)the quality of the renderings
will be compromisedand JPEG artifacts will be intro duced. Similar issuesarise in
the method described in [Lin et al. 2002],where imagesof a pixel's radiancevalues
are compressedusing a 2D DCT.
A CM Transactions on Computational Logic, Vol. ?, No. ?, ?? 20??.
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4.1 GlobalDimensionality Reduction

Hallinan [1994] showed that the variation in images of faces due to changes in
lighting direction could be approximated by a low-dimensional linear subspace.To
do this, Hallinan applied Principal Component Analysis (PCA) [Duda and Hart
1973], to �nd linear basesthat best approximated the collection of imagesof faces
(i.e., the basesthat minimized the sum of squareddi�erences between the images
and the subspacespannedby the bases). Around the sametime, Nimero� et al.
[1994]showed that linear basescould alsobe usedfor the relighting of scenesunder
complex, but di�use illumination. This approach for representing variations in
imagesdue to lighting has beenanalyzedand applied with many variations in the
subsequent ten years(see[Nayar and Murase 1994;Epstein et al. 1995;Belhumeur
and Kriegman 1996; Teo et al. 1997; Shashua 1997; Ramamoorthi and Hanrahan
2001; Basri and Jacobs 2001]). Some of the most recent examples of relighting
using linear basescan be found in [Malzbenderet al. 2001]where polynomial bases
are used for 3D textures, [Sloan et al. 2002] where spherical harmonics are used
for low-frequencylighting of complex scenes,and [Matusik et al. 2002]where linear
basesare computed for small image blocks and usedto relight the scene.

Unlike in [Hallinan 1994;Epstein et al. 1995;Teo et al. 1997],Sloan et al. [2002]
did not compute the set of basesfrom the images, instead they used between 9{
25 spherical harmonics over the lighting space3. The use of spherical harmonics
has the advantage that the basesdo not need to be pre-computed, but has the
disadvantage that the choice of basesis sub-optimal, i.e., in general these are not
the basesthat minimize the sum of squareddi�erences betweenthe imagesand the
subspacespannedby the bases.

While the useof linear baseshas made big strides toward real-time re-rendering
under complex illumination, it still hasbeenlimited to the realm of di�use, or low-
frequency, lighting. In order to capture e�ects such assharp specularities and crisp
shadow boundariesone requires far more basesthan the 9{25 used in [Sloan et al.
2002]. This is best illustrated by an example. Figure 6(a) shows one sampleimage
from a collection of 4096 images of Michaelangelo'sDavid, each rendered with
a di�eren t lighting direction on the frontal hemisphereusing the Dali rendering
engine provided by Henrik Wann Jensen[Jensen2001] (on 3D data provided by
Marc Levoy [Levoy et al. 2000]). Each of these imagesis of size 640 x 480, has 3
color channelsand the pixel brightnessin each channel is stored using 16 bits. The
complete image sequencetherefore requires7.03Gb for storage. Figure 6(b) shows
the closestrendering to the image in Figure 6(a), obtained by using 10 linear bases
computed using SVD from the collection of 4096original images. In this case,the
memory required to store the 10 basesis 35.2Mb and the coe�cien ts corresponding
to the 4096imagesis 0.469Mb. However, we seethat the renderedimage doesnot
correctly approximate many of the cast shadows; shadows in the neck, near the eye
socket, and on the foreheadare completely missing.

Regardlessof the type of linear basesused{ be they spherical harmonics [Sloan

3A related approach is taken in [Avidan 2002], where linear basesare used to represent an arbitrary
ensemble of images. In this case,the brigh tness pro�les of individual pixels along the ensemble are
�rst clustered to �nd segments (groups of pixels) in the image that have similar pro�les. Then,
the set of pro�les corresponding to each segment are represented using a set of linear bases.
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et al. 2002] or basesderived from the data { greater accuracy in the renderings
requires many more bases. However, as the number of basesincreasesso do the
storagerequirements and rendering time.

4.2 Local Dimensionality Reduction

What seemsunarguable is that complex illumination e�ects, such as cast shadows
and specularities, cannot be represented by a handful of linear basis functions { at
least when the whole image is considered. However, if one looks locally at these
illumination e�ects, i.e., at small regionswithin the image,then the variation within
these regions due to changesin illumination is much better behaved. Consider a
scenewith matte reectance consistingof a sphereand a cylinder resting on a table
top. Consideralsoa collection of imagesof this scenein which the lighting direction
is systematically varied. Due to shadowing, many more than 10 linear baseswould
berequired to represent the global variation in the imagesdueto changesin lighting.
However, if one looks at a small region of the images,say, containing only a portion
of the table top, then the variation within this region might be well represented by
as few as one basis function. Likewise,a small region of the cylinder might be well
approximated by two and the sphereby three (see[Shashua 1997]for details.) For
sceneswith more complicated reectances and/or shadowing e�ects more basesare
neededin each region; however, many fewer than if the whole image is considered.

We now describe a method for compressinga collection of imagesof a sceneover
varying lighting that exploits the above observation. The method simply divides
the image up into squareblocks and computesthe basesseparately for each block.
This approach is similar to the oneusedby Matusik et al. [Matusik et al. 2002]. It
is also related to the patchwise approach used in [Nishino et al. 1999;Wood et al.
2000]for representing variation over viewpoint. This part of our algorithm therefore
builds upon previous work. We will describe it in detail as it lays the foundation
for the more novel aspect of our algorithm presented in the next section.

Consider the collection of n imagesof a sceneover varying lighting. Each image
I i is an image of the sceneilluminated by a single distant point source. Divide
the image up into m squareblocks each containing p pixels. Let I j

i denote the j th
block in the i th image. For each block in the scenecompute a low-dimensional
approximation as follows. Create a p � n matrix I j as a collection of image blocks
in which the i th column of I j is formed by p pixels from the j th block. Using
Singular Value Decomposition (SVD), we �nd a rank b approximation to I j as

I j �= E j Sj C j T
(1)

where E j is a p � b column-orthogonal matrix which we call the block bases,Sj is
a b� b diagonal matrix and C j is a n � b column-orthogonal matrix. If we absorb
the singular values from Sj into C j T

we can rewrite Eq. 1 as

I j �= E j L j (2)

where L j is a b� n matrix which we call the block lighting coe�cien ts.
Let the lighting coe�cien t matrix L be formed by stacking all of the m L j block

matrices. Likewise,let the collection of imagebasesfor all blocks be denotedby E.
The extraction of the image basesE and the lighting coe�cien t matrix L is shown
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Fig. 4. Images of a sceneI i under di�eren t lighting directions are divided into m square
blocks. Collections of blocks I j acrossall lighting directions are factored and compressed
using Singular Value Decomposition (SVD) into block basesE j and block lighting co-
e�cien ts L j . All of block speci�c E j and L j are stored within the matrices E and L ,
respectively. This computation is done o�-line as a pre-processingstep.

diagrammatically in Figure 4. The collection of submatriceswithin E and L contain
all the information neededto approximate the collection of imagescorresponding
to the n lighting directions.

Note that before the blockwise SVD procedure was applied we had n � m � p
measurements. After the SVD, we have b � m � p elements in E . Thus, for the
matrix E the compressionratio is b=n; in general this is a signi�can t saving since,
for blockwise SVD, we expect b � n (i.e., the number of basesis much lessthan
the number of images) with little compromisein the �delit y to the original data.
Figure 6(c) shows the closestapproximation to the original image in Figure 6(a)
obtained using linear basescomputed separately for each block. In this case,the
number of images n = 4096, the number of blocks m = 1200, the number of
pixels per block p = 256 and the number of basesper block b = 10. Note that
the rendering in Figure 6(c) correctly approximates the cast shadows and subtle
highlights. There is almost no perceptible di�erence between this image and the
original one. However, by using blocks, we have intro duced the additional burden
of keepingtrack of L which contains n � m � b elements. In general,we expect that
n > p, so the cost of storing L dominates. This problem is unique to the blockwise
decomposition as the sizeof L grows linearly with the number of blocks m. In the
above example,300 Mb was neededto store the basesand coe�cien ts.

4.3 Exploiting Spatial Coherence

One can get around the extra burden of keeping track of the lighting coe�cien t
matrix L by exploiting the fact that there is much coherencein the imageblocks. We
expect that lighting coe�cien ts for each of the blocks are not linearly independent.
Consider a scenecontaining only a Lambertian sphere. Each of m blocks can be
well approximated by rank 3 matrices, i.e., b = 3 for E j and L j . In addition, the

A CM Transactions on Computational Logic, Vol. ?, No. ?, ?? 20??.
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i=1        i=nsource directions

q
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   k=q

lighting coeff. bases 

k=1
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Fig. 5. Due to spatial coherencebetweenblocks, there is much redundancy in the lighting
coe�cien t matrix L . This redundancy can be exploited in a secondstage SVD resulting
in the compression of L . The (m � b) � n matrix L is factored and compressed into
a (m � b) � q matrix of lighting coe�cien t basesU and a q � n matrix of compressed
coe�cien ts V . For n = 4096, (m � b) = 12000 and q = 200, this computation takes 2
hours on a 2 GHz Pentium IV and is done as a pre-processingstep.

spanof the rows (lighting coe�cien ts) of L i should be nearly equivalent to the span
of the rows of L j , for all i; j � m. In other words, the (m � b) � n matrix L is rank
de�cient. We can take advantage of this by applying a secondstageSVD.

Similar to Eq. 2, we apply SVD to the lighting coe�cien t matrix L and �nd a
rank q approximation to L as

L �= U V (3)

where U is a (m � b) � q column-orthogonal matrix which we call the lighting
coe�cien t bases,V is a q � n matrix which we call the compressedcoe�cien t
matrix and q denotes the number of linear baseskept to approximate L . Note
that we keep the linear basesthat best approximate L , i.e., the singular vectors
corresponding to the largest singular values of L . Also note that the q largest
singular valuesof L have beenfolded into V . The factorization and compressionof
L is shown diagrammatically in Figure 5.

Due to coherencebetween blocks we can chooseq such that q � (m � b) with
little compromisein the quality of the approximation. Furthermore, if q � (m � b)
we have signi�can tly reduced the cost of keeping track of L . In Figure 6(d), we
have shown the closestapproximation to the original imagein Figure 6(a) using the
blockwise basesrepresentation described earlier followed by the compressionof the
lighting coe�cien t matrix L described here. For this image, the number of bases
to approximate L is q = 200. In this case,the total storagerequired (for the image
bases,the lighting coe�cien t bases,and the lighting coe�cien t matrix) is 30.25Mb.
Note that there is almost no perceptible di�erence betweenthe renderedimageand
the original one even though signi�can t compressionof the data is achieved.

Before the two-stageSVD procedurewasapplied we had n � m � p measurements
in the collection of imagesI . After the two-stageSVD, we have b� m � p elements
in E , b � m � q elements in U and q � n elements in V . Therefore, the total
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(a) (b)

(c) (d)

Fig. 6. (a) A sample image from a collection of 4096 rendered (original) imagesof Michae-
langelo's David (courtesy of Marc Levoy, Stanford Univ ersity). Each of these images was
rendered with a di�eren t lighting direction on the frontal hemisphere using the Dali ren-
dering engine provided by Henrik Wann Jensen. (b) The closest approximation to the
original image shown in Figure 6(a) obtained using 10 linear image basescomputed using
SVD from the 4096 original images. (c) The closest approximation to the original im-
age obtained using a blockwise representation in which 10 the linear basesare computed
separately for each block. (d) The closest approximation to the original image obtained
using a blockwise basesrepresentation along with a compressionof the lighting coe�cien t
matrix. The memory required to store the representation in each of these casesis (a) 7.03
Gb, (b) 35.669Mb, (c) 300 Mb, and (d) 30.25 Mb (see text for details).

compressionratio of our representation can be computed as

n m p
bm p + bm q + qn

: (4)

If oneconsidersthat the elements of I are stored as integersand the elements of E ,
U and V should be stored as oating point numbers, then the compressionratio is
reducedby a factor of 2{4.
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4.4 Real-TimeRendering

All of the data neededto render imagesof the sceneare stored in the matrices E,
U and V. Not only do these matrices require signi�can tly less storage than the
original set of imagesI , they also allow for real-time relighting of the scene.Here,
we detail the stepsneededto render a novel image.

The sensoron the LSD measuresthe environmental illumination. In the caseof
distant sources,we can represent this illumination asan image,called the illumina-
tion �eld image, in which each pixel corresponds to oneof the n lighting directions
in the original collection of imagesI . Let this illumination �eld imagebe vectorized
and denoted by the n � 1 vector s. To render an image of the sceneas if it were
illuminated by s, we �rst compute a compressedcoe�cien t vector as the product
V s. Next, we compute a lighting coe�cien t vector as the product UVs. Note that
the vector UVs has dimension (m � b) � 1 and that the subvector l j given by the
rows b � (j � 1) + 1 through b � j of UV s contain the coe�cien ts necessaryfor
rendering the j th block. Thus, the subvectorscan be unstacked and usedto render
the j th block of the displayed image as the product E j l j . This processis repeated
for all m blocks. This complete rendering processis illustrated in Figure 7.

4.5 RenderingColor Images

In the caseof color images,we treat each color channel asa separateimageand the
parameter n describing the number of imagesincreasesto 3n for both stagesof the
SVD. However, as there is great redundancy in the color channels from image to
image,we do not increasethe sizeof the �rst and secondstagebasesasspeci�ed by
b and q, respectively. Thus, the matrices E and U remain the samesize,while the
matrix V triples in sizeto q� 3n: This matrix is then broken into three submatrices
Vr , Vg and Vg representing the compressedcoe�cien t vectors for each of the color
channelsseparately. For color images,the illumination sensorof the LSD measures
one illumination �eld vector for each color channel: sr , sg and sb. To relight the
image,we proceedasabove, computing the imagefor each color channel separately.

The compressionratio improves in the caseof color images(due to the redun-
dancy betweenchannels) and can be written as

3n m p
bm p + bm q + 3qn

: (5)

In the caseof David and the still life sceneshown in the next section, the values
of the parameters are as follows: n = 4096, m = 1; 200, p = 256, b = 10 and
q = 200. This yields a compressionratio of 476:1. In practice, the ratio is lower as
the basesneedto be represented with higher precisionthan the input images. If the
input imageshave 16 bits per color channel (high dynamic range) and the basesare
stored as oating point numbers (4 bytes each) then the compressionratio drops
by a factor of 2 to 238:1. If the input imageshave 8 bits per color channel, then one
can maintain the samecompressionratio by storing the basesas 2-byte �xed point
numbers. If onewereconcernedabout storageof the computed representation (the
matrices E, U and V ), further gainsmay be achievedby applying oneof the various
available compressionschemesto the matrices themselves.
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Fig. 7. To render an image of the sceneas if it were illuminated by a �eld speci�ed by a
vector s we appeal to the previously calculated matrices E , U and V . First, we compute a
compressedcoe�cien t vector as the product V s. Next, we compute a lighting coe�cien t
vector as the product UV s. Note that the vector UV s has dimension (m � b) � 1 and
that the subvector l j given by the rows b� (j � 1) + 1 through b� j of UV s contain the
coe�cien ts necessaryfor rendering the j th block. Thus, the subvectors can be unstacked
and used to render the j th block of the displayed image as the product E j l j . This process
is repeated for all m blocks and an image is displayed on completion.

5. IMPLEMENTATION

The LSD relighting algorithm was implemented on a Dell Precision 340 PC with a
2 GHz processorand 512 Mb of RAM. The illumination imagesfrom the camera
embedded in the LSD (seeFigure 3) are acquired using a Matrox Meteor capture
card.

In the previous section,we have shown why the representation we useis compact
to store as well as e�cien t to render new images with. To ensure that the LSD
can respond to illumination changesat 15 frames per second(fps), however, we
have usedsomeadditional optimizations. Note that typically only a fraction of the
captured illumination �eld imagewill haveactivesources.Therefore,only a fraction
of the columns of the compressedcoe�cien t matrix V (seeFigure 7) are needed
to compute the compressedcoe�cien t vector. Furthermore, when the illumination
varies, an even smaller fraction of the illumination image changes. Therefore, the
computation of a newcompressedcoe�cien t vector canbedoneusing the previously
computed vector and an even smaller fraction of the columns of the matrix V . We
found that thesesavings are su�cien t to almost always relight the sceneat 15 fps.
When there is a sudden and substantial change in the illumination, these savings
drop. In such cases,we maintain the relighting rate of 15 fps by reducing the
number of image basesin E that are used in the �nal stage of the rendering (see
Figure 7).
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Fig. 8. LSD outputs for the David model corresponding to di�eren t illumination conditions. The
complex shadows in the hair, eyes and neck regions are reproduced with the desired sharpness.

Figure 8 shows results for the model of David in Figure 6. As mentioned earlier,
the 4096original (rendered) imageswerecompressedwith a 238:1ratio. The output
of the LSD is always consistent with the lighting condition/direction. In particular,
the details of the shadows and shading are noteworthy.

In the caseof complex scenes,pre-rendering a large set of high quality images
can prove impractical. In such cases,it is more convenient to use real imagesof
the scenecaptured under di�eren t lighting directions. Rather than using a complex
setup with a large number of �xed sources,we used an interactive method (called

A CM Transactions on Computational Logic, Vol. ?, No. ?, ?? 20??.
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(a) (b)

Fig. 9. (a) The \ligh t sketch" method for capturing images of a scene under a large number of
known ligh ting directions. A wide-angle camera placed close to, or within, the scenemeasures the
direction of a hand-held source in real time. (a) The tra jectory of the source (white curve), the
sampled source directions (red dots) and the remaining desired source directions (yellow dots) are
displayed to the user so he/she can quickly cover the space of source directions.

\ligh t sketch"), which is illustrated in Figure 9. A cameraobservesthe scenefrom
the desiredviewpoint4. An additional \source" camerais placed closeto the scene
(seeFigure 9(a)). When a user wavesa light sourcearound the scene,the source
directions are computed in real-time from the known projection model of the source
cameraand are displayed on a monitor (seeFigure 9(b)). The circle represents the
�eld of view of the sourcecameraand the dots are the discretesourcedirections for
which imagesare desired. The solid curve is the detected path of the sourceand
the red dots are the directions for which imageshave been captured. This simple
interface allows one to quickly scanthe desiredset of lighting directions.

A total of 4096color images(640x480in size) of the still life scenein Figure 10
were captured using the light sketch method. This image set was also compressed
with a 238:1ratio. In Figure 10, we show LSD outputs for three lighting conditions.
Although a single lamp is used, the lamp acts like an area sourceas it is closeto
the LSD. The detailed views (right column) show the high quality of the rendered
images. The shadows cast by the pepper dispenser, the �sh and the knife are
sharp and consistent with the lighting. As seenin Figure 9(a), the original scene
was placed within a box. This causesthe large shadow covering almost half the
red velvet background in the �rst example (source on the left). Note how the
highlights on the pepper dispenser,the knife, the orangeand the bottle of vinegar
vary with the lighting. The texture due to the scalesof the �sh and the translucent
appearanceof the grapesare visible. In the secondimage one can also seethe red
light cast on the grape basket due to light passingthrough the bottle of vinegar.

In Figure 11, an exampleof complex lighting is shown wherethere are two strong
lamps closeto the LSD as well as weak ambient lighting. As expected, the pepper
dispensercasts two strong shadows and has two distinct highlights on it. We see
a slight yellow/orange tinge in the left, bottom corner of the image. This is not a
rendering artifact but rather due to glare from the display's surfacecausedby the
left lamp.

4Multiple cameras may be used if multiple viewp oints need to be captured.
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Fig. 10. LSD outputs for a still life scene with di�eren t illuminations. Note the shadows cast
by the pepper dispenser, the �sh and the knife; the specularities on the dispenser, knife, bottle,
orange and grapes; and the textures on the �sh, the grape basket and the red velvet cloth.

Fig. 11. LSD output for illumination that includes two lamps and someambient ligh t. As expected,
the pepper dispenser casts two strong shadows and has two distinct highligh ts on it.
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6. DISCUSSION

We emphasizethat the LSD protot ype we have presented here is no more than an
initial proof-of-concept. Several interesting problems cameto the forefront during
our implementation. First, current image sensorsdo not have the dynamic range
and spectral resolution neededto measurethe wide rangeof colorsand brightnesses
encountered in the real world. As a result, the LSD's camera had to be tuned to
respond to only bright sourceswith broad spectra. Fortunately, cameratechnology
is rapidly improving with respect to dynamic range and spectral resolution (see
[Nayar and Branzoi 2003] for a recent survey), and we expect this to be less of
an issue in the near future. Another important factor is the dynamic range of
the display itself. If our ultimately goal is to emulate any surfaceencountered in
practice, the display must be able to generatea very wide rangeof brightnessesand
colors. Fortunately, signi�can t strides are being made in this direction as well (see
[Sunnybrook Technologies2003] for example).

Another problem we have not addressedis the glare causedby the surfaceof the
display. Our rendering algorithm only seeksto make the image consistent with the
lighting of the display and doesnot account for the appearanceof the display itself.
One could use the method in [Kochanski 1998] to addressthis problem. However,
compensatingfor glare within the displayed imagemakessenseonly when there is a
single user whoselocation is known. Perhaps,the only e�ectiv e way to addressthe
problem of glare is to designthe display such that it producesminimal reections.

We have used a single camera at a �xed location to measurethe illumination
�eld. This approach does not work when the incident �eld varies spatially over
the display. For such cases,a somewhatbetter approximation may be obtained by
using a stereocamerasystem[Sato et al. 1999]. However, a better approach would
be to use a large number of camerasdistributed around the display. This would
provide a densesampling of the �eld over the display's periphery, which can be
interpolated to obtain better estimatesof the �eld on the display.

Finally, our rendering algorithm may be improved in several ways. Our primary
objective here was to take advantage of inherent redundanciesin the imagesof a
scenetaken under di�eren t lighting conditions. However, we havenot fully explored
how the image blocks are best chosenand whether there are other (possibly non-
linear) basesthat can capture the lighting variations in a more e�cien t manner.
All this said, the rendering algorithm we proposeddoes perform well and may be
used in its current form for other relighting applications.

7. CONCLUSIONS

We have intro ducedthe conceptof a lighting sensitive display that constantly mon-
itors the illumination of its environment and modi�es its content accordingly. We
presented an initial implementation of this concept. As mentioned earlier, an ideal
LSD would be one that can sensethe complete 4D illumination �eld and produce
a fully controllable 4D light �eld in response. Such a devicewould make it possible
to create surfaceswhosematerial properties can be programmed to mimic a wide
variety of real-world surfaces. It is hard to predict if such an implementation will
indeedbe possiblein the future. However, if an ideal LSD can be developed, it will
facilitate new and powerful ways of merging real and virtual worlds.
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